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            0.1. ALGEBRAS AND MODULES 1 0.1 Algebras and Modules Let F be a ﬁeld. An F-algebra A, is a ring with identity which is also a vector space over F and such that the following compatibility relation holds: (cx)y = c(xy)= x(cy), ∀c ∈ F, ∀x, y ∈ A Note: In what follows we identify c ∈ F with c · 1 A ∈ A, when appropriate. Accordingly, we also identify F with its copy F · 1 A in A. Example 1: If V is a vector space over F, then Hom F (V,V ) is an F - algebra, where addition and scalar multiplication of functions are pointwise, and multiplication is function composition. Example 2: (the group algebra ) Let G be a group and K a ﬁeld. Then the set KG = { ∑ g∈G c g · g |c g ∈ K} of formal sums in the elements of G with coeﬃcients in K, is a K-algebra under X g∈G (c g · g )+ X g∈G (d g · g ) = X g∈G ((c g + d g ) · g ) X g∈G (c g · g ) · X g∈G (d g · g ) = X x∈G     ( X g,h∈G gh=x c g d h ) · x      c · X g∈G c g · g ! = X g∈G (cc g · g ) Note also that the elements of G form a basis of KG as a vector space over K. Let A, B be K-algebras. A map f : A → B is an algebra homomorhism of A and B if: f (xy)= f (x)f (y) f (1 A )=1 B f (cx + y)= c · f (x)+ f (y) ∀x, y ∈ A, c ∈ K Let A be a K-algebra. An A-module is an abelian group M , such that A acts on M (i.e. we have a map: A × M → M, (a, m) 7→ am), and the following hold: g (v + w)= gv + gw (g + h)v = gv + hv h(gv )=(hg )v g (cv )= c(gv )=(cg )v 1 A v = v ∀v,w ∈ M,g,h ∈ A, c ∈ K. In this case M is also a K-vector space, with addition inherited from the group M, and scalar multiplication deﬁned by kv =(k · 1 A )v . Note: Throughout this text, we will only consider modules which are ﬁnite dimensional as vector spaces. 
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0.1. ALGEBRAS AND MODULES 1
 0.1 Algebras and Modules
 Let F be a field. An F-algebra A, is a ring with identity which is also a vector space overF and such that the following compatibility relation holds:
 (cx)y = c(xy) = x(cy), ∀c ∈ F, ∀x, y ∈ A
 Note: In what follows we identify c ∈ F with c · 1A ∈ A, when appropriate. Accordingly,we also identify F with its copy F · 1A in A.
 Example 1: If V is a vector space over F, then HomF(V, V ) is an F - algebra, whereaddition and scalar multiplication of functions are pointwise, and multiplication is functioncomposition.
 Example 2: (the group algebra) Let G be a group and K a field. Then the setKG = {∑g∈G cg · g |cg ∈ K} of formal sums in the elements of G with coefficients in K,is a K-algebra under
 ∑
 g∈G(cg · g) +
 ∑
 g∈G(dg · g) =
 ∑
 g∈G((cg + dg) · g)
 ∑
 g∈G(cg · g) ·
 ∑
 g∈G(dg · g) =
 ∑
 x∈G
 (∑
 g,h∈Ggh=x
 cgdh) · x
 (
 c ·∑
 g∈Gcg · g
 )
 =∑
 g∈G(ccg · g)
 Note also that the elements of G form a basis of KG as a vector space over K.
 Let A,B be K-algebras. A map f : A→ B is an algebra homomorhism of A and B if:
 f(xy) = f(x)f(y)f(1A) = 1Bf(cx+ y) = c · f(x) + f(y)
 ∀x, y ∈ A, c ∈ K
 Let A be a K-algebra. An A-module is an abelian group M , such that A acts on M (i.e.we have a map: A×M →M, (a,m) 7→ am), and the following hold:
 g(v + w) = gv + gw(g + h)v = gv + hvh(gv) = (hg)vg(cv) = c(gv) = (cg)v1Av = v
 ∀v, w ∈M, g, h ∈ A, c ∈ K.
 In this case M is also a K-vector space, with addition inherited from the group M, andscalar multiplication defined by kv = (k · 1A)v.
 Note: Throughout this text, we will only consider modules which are finite dimensionalas vector spaces.
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2
 Fix g ∈ A. Then gM : M → M , defined by gM(v) = gv, is an element of End(M). Themap g 7→ gM is a K-algebra homomorphism of A and EndK(M). The image of A underthis homomorphism is written as AM .Note: Sometimes we will identify g with gM , which will be clear from the context.
 Example 3: Let V be a vector space and A a subalgebra of EndK(V ), then V is naturallyan A-module (under gv = g(v), v ∈ V, g ∈ A).
 Example 4: In the previous example, let V = Kn (the vector space of n-tuples over K).If A is any subalgebra of Mn(K), then Kn is an A-module under matrix multiplication.
 Example 5: Let A be a K-algebra. Then A is a module over itself by multiplication onthe left. We denote this module by A◦ (called the left regular representation of A).
 Example 6: K is a KG-module under gk = k, ∀k ∈ K, g ∈ G, and extension by linearity(use the KG-module relations to find (
 ∑
 g∈G kgg)k =∑
 g∈G kgk).
 Let V be an A-module (here A is a K-algebra). A submodule of V , is a vector subspaceW of V , which is invariant under the action of A (so it is itself an A-module under thesame action as V )
 Example 7: The submodules of A◦ are precisely the left ideals of A.
 Example 8: If W is a submodule of the A-module V , then the quotient vector spaceV/M is an A-module in a natural way.
 Exercise: Let I be a proper ideal of the K-algebra A. Explain the algebraic structuresA/I, A◦/I, and (A/I)◦. Are they all different?
 0.2 Module Homomoprhisms
 Let A be a K-algebra. Let V,W be A-modules. An A-module homomorphism is a K-linearmap ϕ : V → W , such that ϕ(gv) = g(ϕ(v)), ∀v ∈ V, g ∈ KA.We then define
 HomA(V,W ) = {ϕ | ϕ : V →W is an A-module homomorphism}EndA(V ) = HomA(V, V )
 Note that EndA(V ) is a K-algebra, with addition and scalar multiplication of homomor-phisms defined poinwise, and multiplication defined as function composition.Moreover, EndA(V ) is the centralizer of AV in EndK(V ).Note: When A is the group algebra KG, we call KG-modules just G-modules and KG-module homomorphisms just G-homomorphisms.
 A non-zero A-module M is called irreducible if its only submodules are 0 and M .
 Theorem 1:(Schur’s Lemma) Let V,W be irreducible G-modules and assume ϕ : V →Wis a G-homomorphism. Then:
 1. Either ϕ is an isomorphism, or ϕ ≡ 0
 2. If V = W and K is algebraically closed, then ϕ = λIV for some λ ∈ K.
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0.2. MODULE HOMOMOPRHISMS 3
 Proof: Part 1 follows from the fact that kerϕ and imϕ areG-submodules of the irreducibleG-modules V and W , respectively. 2 ϕ is a K-linear map on the vector space V and so,since K is algebraically closed, it has an eigenvector v 6= 0. Thus, vϕ = vλ, for someλ ∈ K. Then v ∈ ker(ϕ− λIV ) and part 1 implies ϕ = λIV �
 Consequences:1. If V is an irreducible G-module, then HomG(V,W ) is a division algebra.2. If K is algebraically closed, then EndG(V ) = K · IV , is a field isomorphic to K.
 Example 1: (Representations of Abelian Groups)Let G be a group and V a G-module over an algebraically closed field K. If we identifythe element g ∈ G with the map gV ∈ EndK(V ), then by definition it follows that g ∈ Gis a G-module homomorphism ⇔ gh = hg, ∀h ∈ G⇔ g ∈ Z(G).
 Now assume G is abelian. By above, all g ∈ G are G-homomorphisms. Let V be anirreducible G-module. By Schur’s lemma, we have g = λgIV for some λg ∈ K. Henceevery subspace of V is G-invariant. Since V is irreducible, this forces dimV = 1 so thatV can be identified with K. Then g becomes a linear functional on K:
 g 7→ (c ∈ K 7→ λgc ∈ K)
 Since λghc = (gh)(c) = g(hc) = g(λhc) = λg(λhc) = λgλhc, ∀c ∈ K, we get λgh = λgλh forall g, h ∈ G. Thus g 7→ λg is a homomorphism of G and the multiplicative group K×. Inparticular, gn = 1⇒ (λg)
 n = 1, since 1 ∈ G is the identity map on K. In other words, λgis a root of unity in K, of order dividing the order of g.
 Example 2: In the previous example let G = Z2 × Z3 be generated by elements a oforder 2 and, and b of order 3. Also let K = C. Then all possible maps g ∈ G 7→ λg ∈ Ccan be arranged in the following character table of G:
 1 a b b2 ab ab2
 ρ1 1 1 1 1 1 1ρ2 1 1 w w2 w w2
 ρ3 1 1 w2 w w2 wρ4 1 −1 1 1 −1 −1ρ5 1 −1 w w2 −w −w2
 ρ6 1 −1 w2 w −w2 −w
 where w ∈ C, w3 = 1
 Note that any 2 rows (or columns) are orthogonal.
 Theorem 2:(Maschke) Assume charK - |G|. Let V be a G-module and W – a submoduleof V . Then there exists a submodule W ′ of V such that W
 ⊕
 W ′ = V .Proof: Let U be a subspace of V such that W
 ⊕
 U = V . Let P0 be the projection of Vonto W (with respect to U). Define P : V 7→ W by Pv =
 ∑
 g∈G gP0(g−1v). Note that P
 is K-linear since P0 and g are. For all v ∈ V and h ∈ G, we have:
 P (hv) =∑
 g∈Ghh−1gP0(g
 −1hv) =∑
 g∈Gh(h−1g)P0((h
 −1g)−1v) =∑
 x∈Ghx−1P0(xv) = hP (v).
 Therefore, P is a G-module homomorphism.Next, observe that P (w) = |G|w, ∀w ∈ W . Indeed, P (w) =
 ∑
 g∈G gP0(g−1w) =
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 ∑
 g∈G g(g−1w) = |G|w, since W is G-invariant, and on W , P0 is just the identity map.
 Take W ′ = kerP , which is a submodule of V . We claim that this W ′ satisfies W⊕
 W ′ =V :First, pick an arbitrary u ∈ V . Then, since charK - |G|, there exists v ∈ V such thatu = |G|v. Write
 u = P (v) + (|G|v − P (v)) (1)
 Note that P (|G|v−P (v)) = P (|G|v)−P (P (v)) = |G|P (v)−|G|P (v) = 0, since P (v) ∈ Wand on W , P is multiplication by |G|. Hence |G|v − P (v) ∈ W ′.Then (1) implies that W +W ′ = V .Finally, if w ∈ W ∩W ′ then |G|w = P (w) on one hand, and P (w) = 0 on the other.Again since charK - |G|, we get w = 0. Therefore, we have a direct sum: W
 ⊕
 W ′ = V �
 0.3 Basic G-Modules
 Let G be any group, and V,W be G-modules over some field K. Then,
 1. V⊕
 W is a G-module under g(v, w) = (gv, gw), ∀g ∈ G.
 2. Recall the tensor product V⊗
 KW , which is defined as the free product of V and
 W modulo the ”module” relations:
 (v1 + v2)⊗ w = v1 ⊗ w + v2 ⊗ wv ⊗ (w1 + w2) = v ⊗ w1 + v ⊗ w2
 c(v ⊗ w) = (cv)⊗ w = v ⊗ (cw)
 for all v, v1, v2 ∈ V, w, w1, w2 ∈ W and c ∈ K.Then V
 ⊗
 KW is a G-module under g(v ⊗ w) = (gv ⊗ gw), ∀g ∈ G, and extension
 by linearity.
 3. Hom(V,W ) is a G-module as follows: for ϕ ∈ Hom(V,W ), define gϕ by (gϕ)(v) =g(ϕ(g−1v)), ∀g ∈ G, and extend linearly.
 4. Letting W = K in above, we get that the dual V ? = Hom(V,K) is a G-moduleunder (gϕ)(v) = g (ϕ(g−1v)) = ϕ(g−1v), since g ∈ G acts on K as the identity map.
 Lemma 1: Hom(V,W ) ∼= V ?⊗
 W as G-modules.Proof: Consider γ : V ?
 ⊗
 W → Hom(V,W ), defined by
 ϕ⊗ w γ7−→ (v 7→ ϕ(v) · w) (2)
 and extended linearly.Then γ is injective: Indeed, let ξ ∈ kerγ. We may assume ξ =
 ∑ni=1 ϕi⊗wi where wi ∈ W
 are linearly independent (otherwise ξ = 0). Then γ(ξ) = 0 implies
 n∑
 i=1
 ϕi(v) · wi = 0, ∀v ∈ V.
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0.4. REPRESENTATIONS AND CHARACTERS 5
 Hence ϕi(v) = 0, ∀v ∈ V, i = 1, n, and thus ξ = 0. We conclude that kerγ = 0.Further, γ must also be onto, since HomG(V,W ) and V ?
 ⊗
 W have same finite dimensiondimKV · dimKW over K (so they are isomorphic as vector spaces).Finally, γ is a G-homomorphism: Let g ∈ G.We have γg(ϕ⊗ w)(v) = (γ(gϕ⊗ gw))v = gϕ(v) · gw, ∀v ∈ V .We also have gγ(ϕ⊗w)(v) = g(ϕ(v) ·w) = ϕ(v) · gw ∀v ∈ V , since ϕ(v) ∈ K. But g actsas the identity on K : gϕ(v) = ϕ(v). Therefore, gγ = γg, as desired �
 0.4 Representations and Characters
 Let G be a group and V a vector space over some field K. We assume that charK - |G|.A linear map (or representation) of G on V , is a group homomorphism ρ : G→ GL(V ),Given a representation ρ of G on V , its character χρ is a map : G → K defined byχρ(g) = trace(ρ(g)). Thus, the following diagram commutes:
 Gρ //
 χρ
 ''O
 O
 O
 O
 O
 O
 O
 O
 O
 O
 O
 O
 O
 O
 O
 O
 GL(V )
 trace
 ��K
 Note: If ρ : G→ GL(V ) is linear, then V is a G-module under gv = ρ(g)(v).Conversely, if we start with a G-module M , the map g 7→ gM defined in section 0.1 is arepresentation of G on M . We denote its character by χM .
 Theorem 3: Let ρ be a linear map of G on M , and V,W – any G-modules. Assume theground field K is algebraically closed. Then
 1. The linear operator ρ(g) ∈ GL(V ) is diagonalizable, with roots of unity as eigenval-ues.
 2. χρ(h−1gh) = χρ(g), ∀g, h ∈ G (i.e. χρ is a class function on G).
 3. χV ⊕W = χV + χW
 4. χV⊗
 W = χV · χW
 5. χHom(V,W ) = χV ? · χW
 6. If K = C, then χρ(g−1) = χρ(g), ∀g ∈ G and χV ? = χV
 Proof: 1 Let n be the order of g, then (ρg)n = ρ(gn) = ρ(1) = IM . Hence the minimalpolynomial of ρg divides xn−1 =
 ∏ni=1(x−ωi), where w1, . . . , wn ∈ K are the nth roots of
 unity. Since xn−1 is separable, (because charK - |G|) so is the minimal polynomial of ρg.Therefore the Jordan form of ρg is diagonal and all eigenvalues of ρg are roots of unity oforder dividing the order of g. 2 Since ρ is a homomorphism, χρ(h
 −1gh) and χρg are tracesof similar matrices, so they are equal. 3 Let g ∈ G. Fix bases v1, . . . , vn, w1, . . . , wm of Vand W , and build the basis {(vi, 0) |i = 1, n}
 ⋃
 {(0, wj) |j = 1, m} of V⊕
 W . It remains
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6
 to note that, with respect to these bases, gV⊕
 W is built of 2 diagonal blocks: gV and gW .4 Let v1, . . . , vn, w1, . . . , wm be eigenbases of gV ∈ GL(V ) and gW ∈ GL(W ) respectively,so that gV (vi) = λivi, gW (wj) = µjwj, with λi, µj ∈ K. It follows that the (vi⊗wj)’s form abasis of V
 ⊗
 W (they certainly span V⊗
 W , and there are n·m of them, which is preciselydimK(V
 ⊗
 W )). Note that gV⊗
 W (vi ⊗wj) = (gV (vi)⊗ gW (wj)) = λiµj(vi ⊗wj), so thatthe above is actually a gV
 ⊗
 W -eigenbasis. Hence χV⊗
 W (g) =∑
 i,j λiµj =∑
 i λi∑
 j µj =χV (g)·χW (g). 5 follows from Lemma 1 and part 4. 6 First, if λ1, . . . , λn are the eigenvaluesof ρ(g) then 1/λ1, . . . , 1/λn are the eigenvalues of ρ(g−1) = (ρg)−1, and χρ(g
 −1) = χρ(g)follows, since |λi| = 1 by part 1. For second part, let g ∈ G and v ∈ V be an eigenvalueof g ∈ GL(V ). Then (gϕ)v = ϕ(g−1v) = �
 0.5 The Projection formula. Orthogonality of the
 irreducible characters
 Throughout the section, G will be a finite group and K – an algebraically closed field suchthat charK - |G|.Let V be a G-module. Define V G = {v ∈ V | gv = v, ∀g ∈ G}. Note that V G is asubmodule of V . Consider
 P =1
 |G|∑
 g∈Gg
 as a linear map on V (we identify g ∈ G with gV ∈ End(V )).
 Then P is a G-module homomorphism: Indeed, for h ∈ G we have Ph = 1|G|∑
 g∈G gh =
 h 1|G|∑
 g∈G(h−1gh) = h 1|G|∑
 x∈G x (since g 7→ h−1gh is bijective) = hP .
 Furthemore, P is the projection of V onto V G (i.e. V = V G⊕
 kerP ): First, note thatimP ⊆ V G, since hP (v) = (h 1
 |G|∑
 g∈G g)v = 1|G|∑
 g∈G hgv = 1|G|∑
 x∈G xv = P (v), for all
 v ∈ V, h ∈ G. Also, v ∈ V G ⇒ Pv = 1|G|∑
 g∈G gv = v. We conclude that imP = V G and
 P ◦ P = P , i.e. P is the projection onto imP = V G.
 Lemma 2: Let V,W be G-modules. Consider the G-module H = Hom(V,W ).
 1. dimKVG = trace
 (
 1|G|∑
 g∈G g)
 2. HG = HomG(V,W )
 3. dimKHG = 1
 |G|∑
 g∈G χV ?(g)χW (g)
 Proof: 1 Pick a basis of V G, and extend it to a basis of V . From the preceding argumentit follows that, in this basis, the matrix of P will be diagonal, with first k = dimKV
 G
 diagonal entries 1 and the rest 0. So dimKVG = trace(P ). 2 We have f ∈ HG ⇔
 (gf)(v) = f(v), ∀g ∈ G, v ∈ V ⇔ gf(g−1v) = f(v), ∀g ∈ G, v ∈ V ⇔ f(g−1v) =(g−1f)(v), ∀g ∈ G, v ∈ V ⇔ fg−1 = g−1f, ∀g ∈ G⇔ f ∈ HomG(V,W ), as desired. 3 ByLemma 1, H ∼= V ?
 ⊗
 W , as G-modules. So, χH = χV ?⊗
 W = χV ? · χW , by Theorem 3.
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0.5. THE PROJECTION FORMULA. ORTHOGONALITY OF THE IRREDUCIBLE CHARACTERS7
 Using this and part 1, we get
 dimKHG = trace
 (
 1
 |G|∑
 g∈Gg
 )
 =1
 |G|∑
 g∈GχH(g) =
 1
 |G|∑
 g∈GχV ?(g)χW (g) �
 Lemma 3: Let V,W be irreducible G-modules, and H = Hom(V,W ). Then
 dimKHG =
 {
 0, if V � W1, if V ∼= W
 Proof: If V,W are non-isomorphicG-modules, thenHomG(V,W ) = 0 by Schur’s Lemma,so Lemma 3 implies HG = 0. Now assume V ∼= W , and let ϕ, ψ ∈ HomG(V,W ) benon-zero. By Schur’s Lemma, ψ is invertible and hence ϕψ−1 ∈ HomG(W,W ). Again,Schur’s Lemma yields ϕψ−1 = λIW , for some λ ∈ K, i.e. ϕ = λψ. This proves thatdimKHomG(V,W ) = 1, and then by lemma 3 we are done �
 For K = C, it follows from Theorem 3 and Lemmas 2,3 that if V,W are irreducibleG-modules, then
 1
 |G|∑
 g∈GχV (g) · χW (g) =
 {
 0, if V � W1, if V ∼= W
 (3)
 Let class(G) = {α : G → C | α is constant on conjugacy classes of G} Then class(G) is
 a complex vector space under pointwise addition and scalar multiplication of functions.Its dimension is the number of conjugacy classes in G, since the class indicator functionsform a basis of class(G).For any α, β ∈ class(G) we define
 〈α, β〉 = 1
 |G|∑
 g∈Gα(g)β(g) (4)
 It’s easy to check that 〈·, ·〉 is a complex inner product on class(G). Note that χV ∈class(G) for any G-module V .
 Let α : G→ C and let V be a CG-module. Consider the map Pα,V =∑
 g∈G α(g)g : V →V , which is certainly in EndC(V ). When is Pα,V a G-module homomorphism, regardlessof V ? – If α ∈ class(G), then Pα,V is a G-module homomorphism.Indeed, for any h ∈ G, we have
 Pα,V h =∑
 g∈Gα(g)gh =
 ∑
 g∈Ghα(h−1gh)h−1gh (since α ∈ class(G)) =
 = h∑
 g∈Gα(h−1gh)h−1gh = h
 ∑
 x∈Gα(x)x = hPα,V , as desired.
 Further, if V is an irreducible G-module and α ∈ class(G) then
 Pα,V =|G|dimV
 〈α, χV 〉IV (5)
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8
 Since α ∈ class(G), Pα,V is a G-module homomorphism. But V is irreducible, so bySchur’s Lemma Pα,V = λIV for some λ ∈ C. The claim follows, since
 λ =trace(Pα,V )
 dimV=
 1
 dimV
 ∑
 g∈Gα(g)trace(g) =
 1
 dimV
 ∑
 g∈Gα(g)χV (g) =
 |G|dimV
 〈α, χV 〉.
 Theorem 4: Let G be a finite group. Then the irreducible characters form an orthonor-mal basis of class(G) as a C-vector space.Proof: First, note that (3) shows that the irreducible characters form an orthonormal setfor the inner product given by (4), and hence they are linearly independent. In particular,their number cannot exceed n, the number of conjugacy classes of G. So let χ1, . . . , χkbe the irreducible characters of G (k ≤ n). To prove that χ1, . . . , χk span class(G), weshow that (span{χ1, . . . , χk})⊥ = {0}. Suppose β ∈ class(G) satisfies 〈β, χi〉 = 0, ∀i.Then 〈α, χi〉 = 0, ∀i, where α = β ∈ class(G). Hence, if U is any irreducible G-module(so χU ∈ {χ1, . . . , χk}), then (5) implies that Pα,U ≡ 0. In fact, it follows that Pα,V ≡ 0for all G-modules V : Indeed, by Maschke’s theorem V =
 ⊕mj=1 Uj, where U1, . . . , Um are
 irreducible G-modules. Then
 Pα,V =∑
 g∈Gα(g)gV =
 ∑
 g∈Gα(g)(
 m⊕
 j=1
 gUj) =
 m⊕
 j=1
 Pα,Uj=
 m⊕
 j=1
 0Uj≡ 0V .
 In particular, for the left regular representation (CG)◦ we have Pα,(CG)◦ ≡ 0. Hence,
 0 = Pα,(CG)◦(1G) =∑
 g∈Gα(g)(g · 1G) =
 ∑
 g∈Gα(g)g.
 But {g | g ∈ G} is a basis of CG. Therefore, α(g) = 0, ∀g ∈ G, i.e. α ≡ 0, as desired �
 Corollary 4’:1. If V ∼=
 ⊕mi=1miVi (by miVi we mean the direct sum ofmi copies of Vi), where V1, . . . , Vm
 are non-isomorphic irreducible G-modules, then mi = 〈χV , χVi〉, ∀i.
 (First, from (3) it follows that 2 irreducible G-modules are isomorphic if and only if theyhave same characters. Hence 〈χV , χVi
 〉 =∑m
 j=1〈χmjVj, χVi〉 =
 ∑mj=1mj〈χVj
 , χVi〉 = mi, by
 the theorem). This implies2. Let U, V be G-modules, with U irreducible. The number of times (an isomorphic copyof) U occurs in a decomposition of V into irreducible submodules is 〈χV , χU〉 (so it doesn’tdepend on the decomposition).3. For any G-modules V,W we have V ∼= W ⇔ χV = χW .(Clearly V ∼= W ⇒ χV = χW . Conversely, assume χV = χW . Let V1, . . . , Vk be a completeset of irreducible G-modules. Then parts 1,2 above, along with Maschke’s theorem showthat V ∼=
 ⊕ki=1 aiVi
 ∼= W , where ai = 〈χV , χVi〉 = 〈χW , χVi
 〉).4. Let V1, . . . , Vm be non-isomorphic irreducible G-modules.If V ∼=
 ⊕mi=1miVi, then 〈χV , χV 〉 =
 ∑mi=1m
 2i .
 5. A G-module V is irreducible if and only if 〈χV , χV 〉 = 1 (follows from 4).
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 0.6 The left regular representation (CG)◦
 Let G be a finite group and let χ be the character of the CG-module (CG)◦. Considerthe basis B = {g | g ∈ G} of CG. Then g ∈ G acts on B by permuting its elements. Thisaction is fixed-point free for any g 6= 1. Hence in this basis B, the matrix of g (identifiedwith g(CG)◦ ∈ GL(CG)) has 0’s along the diagonal for g 6= 1, and 1’s otherwise.This shows that
 χ(g) =
 {
 |G| if g = 10 if g 6= 1
 (6)
 Now let χ1, . . . , χk be the irreducible characters of G, and V1, . . . , Vk – (one collection of)G-modules corresponding to them. By corollary 4’, we have (CG)◦ ∼=
 ⊕ki=1miVi, where
 mi = 〈χ, χi〉 =1
 |G|∑
 g∈Gχ(g)χi(g) =
 1
 |G|χ(1)dimVi = dimVi.
 Thus, Vi appears dimVi times in (CG)◦. Hence
 (CG)◦ ∼=k⊕
 i=1
 (dimVi)Vi (7)
 Lemma 4: Let G be a finite group and V1, . . . , Vk – G-modules corresponding to all theirreducible characters χ1, . . . , χk of G. Then
 1.∑k
 i=1(dimVi)2 = |G|.
 2.∑k
 i=1(dimVi)χi(g) = 0, ∀g ∈ G, g 6= 1.
 Proof: The lemma follows by taking characters in (7), and then using (6) �
 0.7 The Character Table
 Let χ1, . . . , χr be the irreducible characters of a group G, and let K1 = {1}, K2, . . . , Kr
 be the conjugacy classes of G. Pick representatives gi ∈ Ki, ∀i and consider the charactertable T of G:
 K1 K2 · · · Kr
 1 g2 · · · grχ1... χi(gj)χr
 Recall that
 〈χi, χj〉 =1
 |G|
 r∑
 t=1
 |Kt|χi(gt)χj(gt) = δij
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 which gives orthogonality of the matrix√
 |Kj ||G| χi(gj). But if a matrix is orthogonal, so is
 its adjoint. Hence we also have column orthogonality in T :
 r∑
 t=1
 χt(gi)χt(gj) =
 {
 |G||Ki| = |CG(gi)| if i = j
 0 if i 6= j
 The following observations are helpful in constructing character tables of groups:
 (1) The number of (irreducible) degree 1 characters of G is |G′| = |G/[G,G]|:Assume ρ′ is a degree 1 representation of G′ = G/[G,G] on V . Then ρ : G → GL(V )defined by ρ(g) = ρ′(g′) is a degree 1 representation of G, where g′ = g[G,G].Conversely, assume ρ is a degree 1 representation of G on V . Then GL(V ) ∼= C×, so thatρ(g)ρ(h) = ρ(h)ρ(g), ∀g, h ∈ G. Hence ρ′ : G′ → GL(V ) given by ρ′(g′) = ρ(g), is awell-defined degree 1 representation of G′, because
 ρ(xyx−1y−1) = ρ(x)ρ(y)ρ(x−1)ρ(y−1) = ρ(x)ρ(x−1)ρ(y)ρ(y−1) = IV ,
 implies that ρ acts trivially on [G,G]. Therefore, the number of degree 1 characters of Gis the number of degree 1 characters of G′, and the latter is |G′|, because |G′| is abelian.
 (2) A character χ of G is irreducible ⇔ 〈χ, χ〉 = 1. (by Corollary 4’)
 (3) If V,W are G-modules such that χV is irreducible and χW has degree 1,then χV
 ⊗
 W = χV · χW is also irreducible:
 Since dimW = 1, χW (g) is a root of unity for any g ∈ G and hence χW (g)χW (g) = 1.Then we have
 〈χV ⊗W , χV⊗
 W 〉 =1
 |G|∑
 g∈GχV (g)χW (g)χV (g)χW (g) =
 =1
 |G|∑
 g∈GχV (g)χV (g) = 〈χV , χV 〉 = 1, so χV ⊗W is irreducible.
 (4) Assume H /G. Then any representation ρ′ of G/H naturally gives a repre-sentation ρ of G. Moreover, ρ is irreducible if and only if ρ′ is irreducible:The map ρ defined by ρ(g) = ρ′(gH), is a well-defined representation of G. Then
 〈χρ, χρ〉 =1
 |G|∑
 g∈Gχρ(g)χρ(g) =
 1
 |G|∑
 g∈Gχρ′(gH)χρ′(gH) =
 |H||G|
 ∑
 g′∈G/Hχρ′(g
 ′)χρ′(g′)
 = 〈χρ′ , χρ′〉, and the second asertion follows from 2).
 It should be noted that the inner product 〈χρ, χρ〉 is taken in class(G), whereas 〈χρ′ , χρ′〉– in class(G/H).
 (5) Assume θ is a character of G (over C). Then θ, defined by θ(g) = θ(g), ∀g ∈ G,is also a character of G. Moreover, θ is irreducible ⇔ θ is irreducible.Let ρ : G→ GL(V ) be a representation such that θ = χρ. Fix a C-basis B = {v1, . . . , vn}of V . Define ρ′ : G → GL(V ) by ρ′(g) = ρ(g) ∈ GL(V ) (the conjugate of the matrix ofρ(g) in the basis B). Clearly ρ′(gh) = ρ(gh) = ρ(g)ρ(h) = ρ(g)ρ(h) = ρ′(g)ρ′(h), ∀g, h ∈
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 G. This proves that ρ′ is a representation of G on V . Also, χρ′(g) = trace(ρ′(g)) =
 trace(ρ(g) = θ(g), ∀g ∈ G, which shows that θ = χρ′ is a character of G. The last part
 of the statement follows from 2 in above, since 〈θ, θ〉 =∑
 g∈G θ(g)θ(g) = 〈θ, θ〉.(6) The Symmetric and Alternating Squares Sym2, Alt2:Let V be an n-dimensional G-module over F, where F is an algebraically closed field suchthat char(F) 6= 2. If {v1, . . . , vn} is a basis of V , then {vi⊗ vj | 1 ≤ i, j ≤ n} is a basis ofV⊗
 FV . Thus, there is a unique linear map θ on V
 ⊗
 FV , given by θ(vi ⊗ vj) = vj ⊗ vi.
 For any ai, bj ∈ F, we have
 θ(a1v1 + · · ·+ anvn ⊗ b1v1 + · · ·+ bnvn) =
 n∑
 i,j=1
 aibjθ(vi ⊗ vj)
 =
 n∑
 i,j=1
 bjai(vj ⊗ vi) = (b1v1 + · · ·+ bnvn)⊗ (a1v1 + · · ·+ anvn).
 i.e. θ(u ⊗ v) = v ⊗ u, ∀u, v ∈ V . In particular, it follows that θ does not dependon the chosen basis {v1, . . . , vn} of V . Next, θ (and hence θ − IV ⊗ V ) is a G-modulehomomorphism, since θ(g(vi ⊗ vj)) = θ(gvi ⊗ gvj) = gvj ⊗ gvi = g(θ(vi ⊗ vj)), ∀g ∈ G.We define the symetric square: Sym2(V
 ⊗
 V ) = ker(θ − IV ⊗V ) (or just Sym2, when Vis clear from the context), which is a G-submodule of V
 ⊗
 V . We have
 u =
 n∑
 i,j=1
 aij(vi ⊗ vj) ∈ ker(θ − IV ⊗V )⇔n∑
 i,j=1
 (aij − aji)vi ⊗ vj = 0⇔ aij = aji, ∀i, j
 ⇔ u ∈ span{vi ⊗ vj + vj ⊗ vi | 1 ≤ i ≤ j ≤ n}
 Clearly the (vi ⊗ vj + vj ⊗ vi)’s are linearly independent. Thus, they form a basis of
 Sym2 so that dimFSym2 = n(n+1)
 2. To compute χSym2 , let g ∈ G. Since F is algebraically
 closed, it follows that g, regarded as a an element of GL(V ), is diagonalizable. Thus,we may choose v1, . . . , vn to be eigenvectors of g, with eigenvalues λ1, . . . , λn. Theng(vi ⊗ vj + vj ⊗ vi) = λiλj(vi ⊗ vj + vj ⊗ vi) and hence {λiλj | 1 ≤ i ≤ j ≤ n} is the setof eigenvalues of g as an element of GL(Sym2). Therefore,
 χSym2(g) =∑
 1≤i≤j≤nλiλj =
 1
 2((
 n∑
 i=1
 λi)2 +
 n∑
 i=1
 λ2i ) =
 (χV (g))2 + χV (g2)
 2(8)
 Accordingly, we also define the alternating square: Alt2(V⊗
 V ) = ker(θ+ IV ⊗V ). Sim-ilarly, one shows that {vi ⊗ vj − vj ⊗ vi | 1 ≤ i < j ≤ n} is a basis of Alt2, so that
 dimFAlt2 = n(n−1)
 2. Likewise, we get
 χAlt2(g) =∑
 1≤i<j≤nλiλj =
 1
 2((
 n∑
 i=1
 λi)2 −
 n∑
 i=1
 λ2i ) =
 (χV (g))2 − χV (g2)
 2(9)
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 0.8 Some Examples
 Example 1: Let G = S3 (the symmetric group on 3 symbols).
 S3 1 2 31 (12) (123)
 χ1 1 1 1χ2 1 −1 1χ3 2 0 1
 Since [Sn, Sn] = An in general, we have Sn/[Sn, Sn] ∼= Z2 for n ≥ 2. Hence Sn has 2irreducible characters of degree 1: the trivial one (χ1), and the sign character (χ2(g) = 1if g ∈ An and χ2(g) = −1 otherwise). The third character can be found directly from theorthogonality relations. Alternatively, for n ≥ 2 consider the natural action of Sn on abasis B = {e1, e2, . . . , en} of Cn, given by g(ei) = eg(i). This turns Cn into an Sn-moduleV . Clearly W = span{e1 + · · ·+ en} is a submodule of V . The map φ : V →W
 φ(a1e1 + · · ·+ anen) =a1 + · · ·+ an
 n(e1 + · · ·+ en)
 is an Sn-homomorphism. Indeed for all g ∈ Sn, g(φ(a1e1 + · · ·+ anen)) =
 a1 + · · ·+ ann
 (e1 + · · ·+ en) =a1 + · · ·+ an
 n(eg(1) + · · ·+ eg(n))
 = φ(a1eg(1) + · · ·+ aneg(n)) = φ(g(a1e1 + · · ·+ anen)).
 Since imφ = W , it follows that U = kerφ is a n − 1 dimensional submodule of V . If werepresent g ∈ Sn as a linear map on V then, with respect to the basis B, g is a permutationmatrix (its ij element is 1 if g(j) = i and 0 otherwise). Hence χV (g) is the number of fixedpoints of g. Since χW (g) = 1 and V = W
 ⊕
 U , we get χU(g) = (number of fixed pointsof g)-1. It can be shown that U is irreducible. We denote the n dimensional module Vby Pn (so χU = χPn
 − χ1 is an irreducible character of Sn of degree n − 1). For n = 3,χU = χ3.
 Example 2: G = S4.
 S4 1 6 8 6 31 (12) (123) (1234) (12)(34)
 χ1 1 1 1 1 1χ2 1 −1 1 −1 1χ3 3 1 0 −1 −1χ4 3 −1 0 1 −1χ5 2 0 −1 0 2
 χ1, χ2 are the trivial and sign characters; χ3 = χP4− χ1 is irreducible by above.
 Also χ4 = χ3 · χ2 is irreducible by (3), section 0.7. The last character χ5 has degree√24− 12 − 12 − 32 − 32 = 2. Now χ5 = χ5 · χ2, since both are irreducible characters of
 degree 2. So we get 2 zeroes in row 5. The other 2 entries are found from orthogonality
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 relations. Alternatively, note that H = {1, (12)(34), (14)(23), (13)(24)} = [A4, A4] is anormal subgroup of S4, and S4/H ∼= S3. If we lift χ3 from S3
 ∼= S4/H to S4 we get χ5,which is automatically irreducible by (4) of section 0.7.
 Example 3: G = A4 (the alternating group on 4 letters).
 A4 1 4 4 31 (123) (132) (12)(34)
 χ1 1 1 1 1χ2 1 w w2 1χ3 1 w2 w 1χ4 3 0 0 −1
 where w ∈ C \ R, w3 = 1.
 We have [A4, A4] = {1, (12)(34), (13)(24), (14)(23)} ∼= V4, so A4/[A4, A4] ∼= C3. HenceA4 has 3 representations of degree 1, involving complex roots of unity of order dividing 3(χ1, χ2, χ3). Recall that χP4
 − χ1 is an irreducible character of S4. If we restrict to A4,we obtain χ4 (which is irreducible, since 〈χ4, χ4〉 = 1/12 · (32 + 3 · (−1)2) = 1).
 Example 4: G = S5.
 S5 1 10 20 30 24 15 201 (12) (123) (1234) (12345) (12)(34) (12)(345)
 χ1 1 1 1 1 1 1 1χ2 1 −1 1 −1 1 1 −1χ3 4 2 1 0 −1 0 −1χ4 4 −2 1 0 −1 0 1χ5 6 0 0 0 1 −2 0χ6 5 1 −1 −1 0 1 1χ7 5 −1 −1 1 0 1 −1
 χ1, χ2 are the trivial and sign characters; χ3 = χP5− χ1 is irreducible and hence, so is
 χ4 = χ3 · χ2. The alternating square of V3 (the representation whose character is χ3)has character χ5 (recall that χAlt2V (g) = 1
 2[χV (g)2 − χV (g2)]), and is irreducible since
 〈χ5, χ5〉 = 1/120 · (62 + 24 · 12 + 15 · 22) = 1. The other 2 characters are found byorthogonality relations of the character table.
 Example 5: G = A5.
 A5 1 20 15 12 121 (123) (12)(34) (12345) (21345)
 χ1 1 1 1 1 1χ2 4 1 0 −1 −1χ3 5 −1 1 0 0
 χ4 3 0 −1 1+√
 52
 1−√
 52
 χ5 3 0 −1 1−√
 52
 1+√
 52
 χ2 and χ3 are restrictions from the characters χ3 and χ6 of S5 (and they are irreducibleby computation). To obtain χ4 and χ5, recall that A5 is isomorphic to the group H of
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 rotations and symmetries of a regular icosahedron. This gives us a degree 3 representationρ : A5 → GL(R3) (the origin is the center of the icosahedron). Note that ρ is irreduciblesince A5
 ∼= H acts transitively on the set of vertices of the icosahedron. Since |(12345)| =5, it’s immediate that ρ(12345) is a rotation by α = 2π
 5or 2α = 4π
 5(depending on the
 isomorphism A5∼= H). In the first case, under a suitable basis of R3, we have
 ρ(12345) =
 cosα sinα 0− sinα cosα 0
 0 0 1
 ⇒ χρ[(12345)] = 2 cosα + 1 =1 +√
 5
 2,
 which reveals the character χ4. The second case yields the character χ5.
 Example 6: G = D8 = 〈r, s | r4 = s2 = 1, srs = r−1〉 (rotations and simmetries of a
 square).D8 1 r2 r, r−1 s, r2s rs, r−1sχ1 1 1 1 1 1χ2 1 1 1 −1 −1χ3 1 1 −1 1 −1χ4 1 1 −1 −1 1χ5 2 −2 0 0 0
 Since [D8, D8] = 〈r2〉 andD′8 = D8/[D8, D8] ∼= Z2×Z2, we have 4 representations of degree
 1 (with characters χ1, . . . , χ4). These characters involve only ±1, since every element ofD′
 8 has order at most 2 (i.e. D′8 has exponent 2). Finally, χ5 is found by orthogonality
 relations.
 Example 7: G = Q8 = 〈i, j, k | i2 = j2 = k2 = −1, ij = k, jk = i〉 (the quaternions).
 Q8 1 −1 ±i ±j ±kχ1 1 1 1 1 1χ2 1 1 1 −1 −1χ3 1 1 −1 1 −1χ4 1 1 −1 −1 1χ5 2 −2 0 0 0
 We have [Q8, Q8] = 〈−1〉 and Q′8∼= Z2 × Z2. From these we obtain χ1, . . . , χ4. Again, χ5
 is determined by orthogonality.
 Remark: The groups D8, Q8 have the ”same” character table even though they arenot isomorphic. This happened since the degree 1 characters (which depend only on thederived groups D′
 8∼= Q′
 8) were enough to determine the whole character table.
 0.9 Properties Of The Character Table T
 Let G be a finite group and assume ρ is a representation of G on V over some algebraicallyclosed field, whose character is χ. We define
 Kχ = {g ∈ G | g acts on V as the identity map} (i.e. Kχ = kerρ).
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 Note that Kχ = {g ∈ G | χ(g) = χ(1)}: Indeed, χ(g) is a sum of n = dimV = χ(1) rootsof unity (namely, the eigenvalues of ρ(g)). Hence, χ(g) = n⇔ all eigenvalues of ρ(g) are1 ⇔ ρ(g) = IV (because ρ(g) is diagonalizable).
 Theorem 5: Let G be a finite group. Let χ1, . . . , χn be its irreducible characters.
 1. T (the character table of G) determines the lattice of normal subroups of G. Specif-ically, H �G ⇐⇒ H = ∩i∈IKχi
 , for some I ⊆ {1, 2, . . . , n}.
 2. G is simple⇐⇒ the only irreducible χi whose kernel Kχiis non-trivial, is the trivial
 character χ1.
 3. T determines whether G is solvable.
 4. In principle, T determines whether G is nilpotent.
 Proof: 1 Let H � G. Consider the left regular representation of G = G/H, denotedas (CG)0. Lift (CG)0 to a representation of G (which permutes H-cosets in G by leftmultiplication). Let ψ denote its character. Then Kψ = H, since g(g′H) = g′H ∀g′ ∈ Gif and only if g ∈ H. Hence g ∈ H ⇐⇒ ψ(g) = ψ(1). On the other hand, writeψ =
 ∑ni=1 aiχi, where a1, . . . , an are non-negative integers. Then
 |ψ(g)| ≤n∑
 i=1
 ai|χi(g)| ≤n∑
 i=1
 ai|χi(1)| = ψ(1),
 which implies ψ(g) = ψ(1) ⇐⇒ χi(g) = χi(1), ∀i ∈ I, where I = {1 ≤ i ≤ n|ai > 0}⇐⇒ g ∈ Kχi
 , ∀i ∈ I. Therefore, H = ∩i∈IKχi.
 Conversely, each Kχiis the kernel of a group homomorphism of G, so Kχi
 ’s (and theirintersections) are normal in G. 2 Assume G is simple. Then, since Kχ2
 , . . . , Kχnare
 proper normal subgroups of G, all of them must be trivial (note that Kχ = G⇔ χ = χ1).Conversely, if G is not simple, then ∃N �G, {1} 6= N 6= G. By 1, N is an intersection ofKχi
 ’s, so {1} 6= Kχi6= G for some i (i 6= 1). 3 By 1, T determines the lattice of normal
 subgroups of G. In particular, we can determine if G has a normal series whose succesivequotients are p-groups. This is a criterion for solvability of G. 4 �
 0.10 More On The Regular Representation
 Theorem 6: Let G be a finite group and ρi : G → Vi, i = 1, . . . , n be a complete set ofirreducible representations of G. Then
 CG ∼=n⊕
 i=1
 End(Vi), as C-algebras. (10)
 Proof: Consider the map φ : CG −→⊕n
 i=1End(Vi), determined by
 g ∈ G φ7−→
 ρ1(g) · · · 0...
 . . ....
 0 · · · ρn(g)
 , and C-linear extension. (11)
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 Then φ is a C-algebra homomorphism, since it is C-linear, and ρi’s are group homomor-phisms. Injectivity of φ follows because the left regular representation is faithful.Indeed, if
 ∑
 g∈G α(g) · g ∈ kerφ, then ρi(∑
 g∈G α(g) · g) = 0Vi. Hence
 (n⊕
 i=1
 aiρi)(∑
 g∈Gα(g) · g) = 0⊕n
 i=1aiVi
 , ∀ai ∈ N∗.
 In particular, for the regular representation ρ, ρ(∑
 g∈G α(g) · g) = 0(CG)0 .So 0 = ρ(
 ∑
 g∈G α(g) · g)[1] =∑
 g∈G α(g) · g in CG. Hence α(g) = 0 ∀g ∈ G, which proves
 kerφ = 0. Next, note that dimCG = |G| = ∑ni=1(dimVi)
 2 = dim⊕n
 i=1End(Vi), so φ issurjective too. Therefore φ is a C-algebra isomorphism �
 Identifying End(Vi) with it’s copy in W =⊕n
 i=1End(Vi), note that End(V1), . . . , End(Vn)are (2-sided) ideals ofW . Hence, by the theorem, CG is the direct sum of the 2-sided idealsφ−1[End(V1)], . . . , φ
 −1[End(Vn)], so we have 1(CG)0 = e1+· · ·+en, where ei ∈ φ−1[End(Vi)]are unique. But obviously
 1W =
 IEnd(V1) · · · 0...
 . . ....
 0 · · · IEnd(Vn)
 =
 n∑
 i=1
 0 · · · 0... IEnd(Vi)
 ...0 · · · 0
 so we must have
 eiφ←→
 0 · · · 0... IEnd(Vi)
 ...0 · · · 0
 , ∀i = 1, . . . , n. (12)
 In particular, ejei = 0, ∀i 6= j and ej = e2j , so φ(ei) is the projection of⊕n
 i=1 Vi onto Vi.
 Also note that ei generates the ideal φ−1[End(Vi)]. Therefore, eiCGφ←→ End(Vi), and
 CG =⊕n
 i=1 eiCG.The isomorphism given by (11) is important, as it enables us to view all the irreduciblerepresentations of G (and their characters) ”simultaneously”. Specifically, χρi
 (g) is thetrace of the restriction of φ(g) on Vi, and this naturally extends to CG.Thus, by (12) φ(eia)|Vj
 = 0Vj, ∀j 6= i and φ(eia)|Vi
 = φ(a)|Vi, ∀a ∈ CG. Hence,
 χρj(eia) =
 {
 0 for j 6= iχρi
 (a) for j = i, ∀a ∈ CG. (13)
 Lemma 5: In CG we have:
 ei =dimVi|G|
 ∑
 g∈Gχρi
 (g−1) · g. (14)
 Proof: Write ei =∑
 g∈G αgg, αg ∈ C. Fix g ∈ G. Note that αg is the coefficient of 1 in
 eig−1, so χ(CG)0(eig
 −1) = |G|αg (recall (6), section 0.6). But χ(CG)0 =∑n
 i=1(dimVi)χρi, so
 αg =1
 |G|
 n∑
 j=1
 (dimVi)χρj(eig
 −1) =dimVi|G| χρi
 (g−1), by (13). Thus (14) holds �
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 0.11 Fourier Transforms And Class Functions
 We will often make the identification α ∈ class(G)↔∑
 g∈G α(g)g ∈ CG.The convolution product of α, β ∈ class(G) is defined by α·β ↔ (
 ∑
 g∈G α(g)g)(∑
 h∈G β(h)h).Equivalently, (α·β)(x) =
 ∑
 g,h∈Ggh=x
 α(g)β(h), ∀x ∈ G. This turns class(G) into a C-algebra.
 Moreover,
 Lemma 6: Z(CG) ∼= class(G), as C-algebras.Proof: We naturally define φ : class(G) → CG by φ(α) =
 ∑
 g∈G α(g)g ∈ CG. This is
 clearly an injective C-algebra homomorphism. For any h ∈ G, h−1φ(α)h =∑
 g∈G α(g)h−1gh =∑
 g∈G α(h−1gh)h−1gh = φ(α) (since α is a class function). Since φ(α) is centralised by G,which spans CG, we have φ(α) ∈ Z(CG). Finally, we show that imφ = Z(CG): Assumea =
 ∑
 g∈G βgg ∈ Z(CG). Then h−1ah = a, ∀h ∈ G⇔
 ⇔∑
 g∈Gβg(h
 −1gh) =∑
 g∈Gβgg ⇔
 ∑
 g∈G[βhgh−1 − βg]g = 0CG ⇔ βhgh−1 = βg, ∀g, h ∈ G⇔
 Hence β : G→ C defined by β(g) = βg is a class function, so a = φ(β) ∈ imφ �
 Let ρ : G→ GL(V ) be a representation of G, and α : G→ C. The Fourier transform of
 α at ρ is defined to be
 α̂(ρ) =∑
 g∈Gα(g)ρ(g) ∈ End(V ).
 From the definition, we see that it’s enough to consider Fourier transforms at irreduciblerepresentations. Let ρi : G→ Vi, i = 1, n be a complete set of irreducible representations
 of G, so that ρiα̂7−→ End(Vi).
 Lemma 7: ˆα · β = α̂β̂.Proof: For any representation ρ of G, we have: ˆα · β(ρ) =
 ∑
 x∈G(α · β)(x)ρ(x) =
 =∑
 x∈G
 [
 ∑
 g,h∈Ggh=x
 α(g)β(h)
 ]
 ρ(x) =∑
 x∈G
 [
 ∑
 g,h∈Ggh=x
 α(g)ρ(g)α(h)ρ(h)
 ]
 =
 =[
 ∑
 g∈G α(g)ρ(g)]
 [∑
 h∈G β(h)ρ(h)]
 = α̂(ρ)β̂(ρ), as desired �
 Theorem 7: (Fourier Inversion) Let α, β : G→ C. Then
 α(g) =1
 |G|
 n∑
 i=1
 (dimVi) · trace[ρi(g−1)α̂(ρi)]. (15)
 Proof: The right term of (15) is 1|G|∑n
 i=1
 (
 (dimVi) · trace[ρi(g−1)(∑
 h∈G α(h)ρi(h))
 ])
 =
 =1
 |G|∑
 h∈G
 (
 α(h) ·n∑
 i=1
 (dimVi)χρi(g−1h)
 )
 =1
 |G|∑
 h∈G
 (
 α(h)χCG(g−1h))
 = α(g),
 the last equality following by Lemma 4 �
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 Corollary 7: (Plancherel’s Formula)
 ∑
 g∈Gα(g)β(g−1) =
 1
 |G|
 n∑
 i=1
 (dimVi) · trace[α̂(ρi)β̂(ρi)]. (16)
 Proof: The right term of (16) is 1|G|∑n
 i=1
 (
 (dimVi) · trace[∑
 g∈G α(g)ρi(g)β̂(ρi)])
 =
 =1
 |G|∑
 g∈G
 [
 α(g) ·n∑
 i=1
 (dimVi)trace[ρi(g)β̂(ρi)]
 ]
 =∑
 g∈Gα(g)β(g−1), by (15) applied to β �
 Example: Let G = Zn = 〈g | gn = 1〉 and α : G → C. For j = 1, 2, . . . , n, let ρj bethe representation of G determined by ρj(g) = wj, where w ∈ C is a primitive nth root ofunity. Then α̂(ρj) =
 ∑
 x∈G α(x)ρj(x) =∑n
 k=1 α(gk)wjk.Also, Fourier inversion gives α(gk) = 1
 n
 ∑nj=1 α̂(ρj)w
 −jk.
 0.12 Clifford’s Theorem
 Let V be an irreducible G-module over some field F. Let H �G. In general, V is not anirreducible H-module. Clifford’s theorem shows exactly how V breaks up as a direct sumof H-submodules. We establish it as a consequence of a series of observations:
 (1) Let W be an H-invariant subspace of V . For each g ∈ G, gW is a vector subspace ofV and dimF(gW ) = dimFW (since g ∈ GL(V )). Also, gW is an H-submodule of V : Forall g ∈ G, h ∈ H and w ∈ W we have h(gw) = g(g−1hg)w ∈ gW , because g−1hg ∈ H andW is H-invariant.
 (2) W is an irreducible H-module ⇔ gW is an irreducible H-module. Indeed, if 0 6=S 6= W is an H-submodule of W , then by (1), 0 6= gS 6= gW is an H-submodule of gW .Thus, if W is H-reducible, then so is gW . Conversely, if gW is H-reducible then so isW = g−1(gW ).
 (3) θ : W → U is an H-isomorphism ⇔ gθg−1 : gW → gU is an H-isomorphism.Assume θ : W → U is anH-isomorphism. Then gθg−1[h(gw)] = gθ[g−1hg]w = g[g−1hg]θw(since θ is an H-homomorphism) = hgθw = h[gθg−1]gw, ∀h ∈ G,w ∈ W . Thus,gθg−1 : gW → gU is an H-homomorphism. It is an isomorphism, since dimF(gW ) =dimFW = dimFU = dimF(gU). Conversely, if gθg−1 is an H-isomorphism, then so isθ = g(g−1θg)g−1.
 (4) Consider∑
 g∈G gW . This is a G-submodule of V (since any g ∈ G permutes thecomponents in the sum). Since V is irreducible as a G-module, we have
 ∑
 g∈G gW = V .Note that this is not a direct sum, since for example hW = W, ∀h ∈ H.
 (5) From now on, assume W is H-irreducible. If g1W 6= g2W for some g1, g2 ∈ G, theng1W ∩ g2W = 0, since g1W ∩ g2W is an H-submodule of the irreducible H-module gW .This enables us to throw away the repeating components in (4), to get a direct sum. Byclassifying the remaining ones according to H-isomorphism types, we get V =
 ⊕ki=1 Vi,
 where Vi = gi1W⊕ · · ·⊕ gini
 W , and gijW ∼= gi′j′W as H-modules if and only if i = i′.We may assume W = g11W ⊆ V1.
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 (6) If gW ⊆ Vi then gV1 = Vi. Indeed, since W and g1jW are isomorphic as H-modules,so are gW and g(g1jW ). Hence, gW ⊆ Vi ⇒ g(g1jW ) ⊆ Vi, ∀j = 1, n1, so gV1 =⊕n1
 j=1 g1jW ⊆ Vi. Conversely, note that g−1(gW ) = W ⊆ V1. Since gW ⊆ Vi, a similar to
 above argument implies that g−1Vi ⊆ V1 i.e. Vi ⊆ gV1. Therefore, gV1 = Vi, as claimed.Applying the above for g = gij we get gijV1 = Vi, and in particular, dimFVi = dimFV1 soni = dimVi
 dimW= dimV1
 dimW= n1.
 (7) By (6), Vig∈G7−→ gVi defines a transitive action of G on {V1, . . . , Vk}. The kernel of
 this action contains HCG(H). That H is in the kernel, follows since gW is H-invariant∀g ∈ G. Now let x ∈ CG(H). Fix g ∈ G. Regarding x as an element of GL(V ),x : gW → (xg)W is an isomorphism of vector spaces. Since x−1hx = h, ∀h ∈ H, wehave xhu = hxu, ∀u ∈ gW , so x is actually an H-isomorphism of gW and (xg)W . Thus,gW ⊆ Vi ⇒ (xg)W ⊆ Vi, x fixes each Vi.
 To sum up the above, we have
 Theorem 8: (Clifford) Let G be a group, H �G. Assume V is an irreducible represen-tation of G, over some field F, and W ⊆ V is an H-invariant subspace of V . Then:
 1. V = V1
 ⊕
 V2
 ⊕
 · · ·⊕
 Vk, where Vi = gi1W⊕
 · · ·⊕
 ginW, gij ∈ G, and gijW ∼=gi′j′W as H-modules if and only if i = i′. Note also that n does not depend on i.Also, for each g ∈ G there is an i ∈ {1, . . . , k} such that gW ∼= gi1W as H-modules.
 2. g ∈ G : Vi → gVi, defines a transitive action of G on {V1, V2, . . . , Vk}, with HCG(H)in its kernel.
 Corollary 8:1. χgW (h) = χW (g−1hg), ∀g ∈ G, h ∈ H.2. dimFV = kn · dimFW .Proof: 1 follows, since g−1hgw = λw ⇔ hgw = g(λw) = λ(gw) (λ ∈ F). 2 follows bylooking at dimensions in 1. of theorem 8 �
 0.13 Induced Representations
 Let F be a field, G a finite group and H ≤ G. Our aim is to generate representations ofG, from those of H. Suppose ρ : H → GL(W ) is a representation of H, so that W is aleft FH-module.
 (1) Note that FG is naturally a right FH-module (by right multiplication in FG). ConsiderWG = FG
 ⊗
 FHW (thus, we can move elements of FH between left and right). Now WG
 is a left G-module, under y(x⊗ w) = yx⊗ w (w ∈ W,x, y ∈ G), and F-linear extension.Accordingly, this gives a representation of G on WG, which we denote by ρG.
 (2) Let {g1, g2, . . . , gk} be a complete set of representatives of left cosets of H in G. SinceG =
 ⊎ki=1 giH and giH are F-bases of FG and FgiH respectively, we have FG =
 ⊕ki=1 FgiH
 as F-vector spaces.
 (3) For i = 1, . . . , k we let Wi = gi⊗
 FHW . Thus, Wi is an F-vector space, isomorphic
 to W . Also, Wi ∩ Wj = {0}. We claim that WG =⊕k
 i=1Wi. First, note that Wi =
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 FgiH⊗
 FHW (since each h ∈ H acts faithfully on W ). Then by above,
 WG =
 [
 k⊕
 i=1
 FgiH
 ]
 ⊗
 FH
 W =
 k∑
 i=1
 [
 FgiH⊗
 FH
 W
 ]
 =
 k∑
 i=1
 Wi =
 k⊕
 i=1
 Wi, as claimed.
 In particular, we get dimWG = |G : H| · dimW .
 (4) Let g ∈ G. Then ggiH = gjH for some j. For any w ∈ W , gi ⊗ w ∈ Wi andg(gi ⊗ w) = ggi ⊗ w = gj(g
 −1j ggi) ⊗ w = gj ⊗ (g−1
 j ggi)w ∈ Wj, since g−1j ggi ∈ H. Thus,
 g ∈ G acts on WG =⊕k
 i=1Wi by first permuting the Wi’s in the same way it permutesthe left cosets of H in G (under the regular representation), and then acting within Wj’swith elements of H. To be more precise, let’s combine bases of W1, . . . ,Wk to get abasis B of WG. In this basis, the matrix of ρG(g) ∈ GL(WG) is a block-permutationmatrix, where the non-zero blocks describe the action of H on Wj’s. It is convenient toset ρ(x) = 0Wi
 , ∀x ∈ G \H, i = 1, k. Then, in this basis, ρG(g) has form
 ρG(g) =
 ρ(g−11 gg1) · · · ρ(g−1
 1 ggk)...
 . . ....
 ρ(g−1k gg1) · · · ρ(g−1
 k ggk)
 (17)
 In particular, if dimFW = 1 and ρ is the trivial representation of H, then ρG(g) is justthe permutation representation of G on the left cosets of H in G.
 (5) If W1,W2 are H-modules, then (W1
 ⊕
 W2)G = WG
 1
 ⊕
 WG2 . We have g ⊗ (w1 +
 w2) = g ⊗ w1 + g ⊗ w2 ∈ WG1
 ⊕
 WG2 , ∀g ∈ G,wi ∈ Wi, so (W1
 ⊕
 W2)G ⊆ WG
 1 + WG2 .
 By (3), dimF(W1
 ⊕
 W2)G = |G : H|(dimW1 + dimW2) = dimF(W
 G1
 ⊕
 WG2 ), so the two
 must be equal.
 (6) Assume K ≤ H ≤ G, and let W be a K-module. Then (WH)G ∼= WG asG-modules. Define φ : (WH)G →WG, by φ[g⊗FH (h⊗FK w)] = gh⊗FK w, and F-linearextension. Then φ[x(g⊗ (h⊗w))] = φ[xg⊗ (h⊗w)] = xgh⊗w = x(φ[g⊗ (h⊗w)]), ∀w ∈W,h ∈ H, x, g ∈ G. Thus, φ is a G-module homomorphism. From its definition, φis surjective. On the other hand, (3) implies dimF(W
 H)G = |G : K|dimFWH = |G :
 H| · |H : K|dimFW = dimFWG. Therefore, φ is a G-isomorphism.
 (7) Let χGρ denote the character of ρG. Taking traces in (17) yields χGρ (g) =∑k
 i=1 χ0ρ(g
 −1i ggi),
 where χ0ρ(x) =
 {
 χρ(x) if x ∈ H0 if x ∈ G \H . Since g−1
 i ggi ∈ H ⇔ h−1g−1i ggih ∈ H, ∀h ∈ H,
 we get χ0ρ(g
 −1i ggi) = χ0
 ρ(h−1g−1
 i ggih), ∀h ∈ H. Hence,
 χGρ (g) =1
 |H|
 k∑
 i=1
 ∑
 h∈Hχ0ρ(h
 −1g−1i ggih) =
 1
 |H|∑
 x∈Gχ0ρ(x
 −1gx), ∀g ∈ G. (18)
 (8) Actually (18) permits us to extend the notion of induced characters to arbitrary class
 functions: Let θ ∈ class(H), and θ0(u) =
 {
 θ(u) if u ∈ H0 if u ∈ G \H .
 Define θG : G → F, by θG(g) = 1|H|∑
 x∈G θ0(x−1gx). Then θG ∈ class(G). Indeed,
 θG(g−1xg) = 1|H|∑
 u∈G θ0(u−1g−1xgu) = θG(x), since as u runs through G, so does gu.
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 (9) (Frobenius Reciprocity) Assume F = C, H ≤ G as before, and let φ ∈ class(H), θ ∈class(G). Then
 〈φ, θ|H〉=〈φG, θ〉 (19)
 Proof: We have 〈φG, θ〉 = 1|G|∑
 g∈G φG(g)θ(g) = 1
 |G|·|H|∑
 g∈G∑
 x∈G φ0(x−1gx)θ(g) =
 = 1|G|·|H|
 ∑
 x∈G∑
 g∈G φ0(x−1gx)θ(x−1gx)
 = 1|H|∑
 y∈G φ0(y)θ(y) (since {x−1gx| g ∈ G} = G, ∀x ∈ G)
 = 1|H|∑
 y∈H φ(y)θ(y) = 〈φ, θ|H〉, as claimed.
 In particular, if φ and θ are irreducible characters of H and G, then the number of timesφ appears in θ|H is equal to the number of times θ appears in φG.Note: The two inner products appearing in (19) are different. They are taken in class(H)and class(G), respectively.
 (10) Let θ ∈ class(H) and G. From the definition, we have θG(g) = 1|H|∑
 x∈OG(g) θ0(x),
 where OG(g) denotes the G-conjugacy class of g. Now any H-conjugacy class is containedin some G-conjugacy class, but not conversely. In general OG(g) ∩ H will break upinto several H-conjugacy classes OH(h1), . . . ,OH(hm), hi ∈ H. Since θ ∈ class(H),θG(g) = 1
 |H|∑m
 i=1 |{x ∈ G| x−1gx ∈ OH(hi)}| · θ(hi). But if y−1gy = x ∈ OG(g), then
 z−1gz = x ⇔ yz−1gzy−1 = g ⇔ zy−1 ∈ CG(g) (CG(g) is the centralizer of g in G). Thus,|{y ∈ G| y−1gy = x}| = |CG(g)|, ∀x ∈ OG(g). Hence
 θG(g) =1
 |H|
 m∑
 i=1
 |CG(g)| · |OH(hi)| · θ(hi) =|G : H||OG(g)|
 m∑
 i=1
 |OH(hi)| · θ(hi). (20)
 Note also that if OH(g) ∩H = ∅ (i.e. m = 0), then θG(g) = 0 by definition.
 Example: H = A4 < G = A5 . Let θ be the 1-dimensional character of A4, given by
 A4 1 4 4 31 (123) (132) (12)(34)
 θ 1 w w2 1where w ∈ C \ R, w3 = 1.
 Then θG is a character of A5, of dimension |A5 : A4| · θ(1) = 5. By (20), we have:
 1. g = (123) ⇒ OG(g) ∩ H = OH(123) ] OH(132), so θG(123) = |G:H||OG(123)|(4θ(123) +
 4θ(132)) = 520
 (4w + 4w2) = −1.
 2. g = (12)(34)⇒ OG(g) ∩H = OH [(12)(34)]. Hence,θG[(12)(34)] = 5
 |OG[(12)(34)]| · 3θ[(12)(34)] = 1.
 3. g = (12345) (or (13524)). Since H = A4 doesn’t have any 5-cycles, OG(g)∩H = ∅,so θG(g) = 0.
 A5 1 20 15 12 121 (123) (12)(34) (12345) (13524)
 θG 5 −1 1 0 0
 Note also that θG is irreducible.
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 0.14 Consequences To Permutation Groups
 Consider a finite group G acting transitively on a finite set S. For α ∈ S, the stabilizer of
 α, Gα = {g ∈ G| gα = α} is a subgroup of G. The rank of G, rS, is the number of orbitsof Gα acting on S. To show that this is well-defined, consider α, β ∈ S. There existsg ∈ G such that gα = β. Then xβ = β ⇔ xgα = gα⇔ (g−1xg)α = α, i.e. g−1Gβg = Gα.If h ∈ Gα, then ha = b (a, b ∈ S)⇔ ghg−1(ga) = gb (note that ghg−1 ∈ Gβ). Therefore,a 7→ ga (which is a bijection of S) is also a bijection between orbits of Gα and Gβ. So therank of G is well-defined.
 (1) The rank of G is 2 ⇔ G is doubly transitive. By definition, the rank of G is 2⇔ Gα is transitive on S \ {α} (∀α ∈ S). ”⇒” Let a, b, c, d ∈ S, a 6= b, c 6= d. Since G istransitive, g(a, b) = (c, e) for some g ∈ G, e ∈ S. Since e, d ∈ S \ {c}, there exists h ∈ Gc
 such that he = d. So hg(a, b) = (c, d), i.e. G is doubly transitive. ”⇐” Let a ∈ S. SinceG is doubly transitive, for any b, c ∈ S \ {a} there is a g ∈ G such that g(a, b) = (a, c). Inparticular, g ∈ Ga and gb = c. Thus, Ga is transitive on S \ {a}.
 (2) (Burnside) Let θ be the character of the permutation representation of Gon CS. Then rS = 〈θ, θ〉.Let’s take a closer look at the action of G on S. Fix α ∈ S, and let H = Gα. Note thatgα = hα (g, h ∈ G) ⇔ gh−1 ∈ H. Thus, if g1H, . . . , gmH are the cosets of H in G, thenthe orbit of α, OG(α) = {gα| g ∈ G} = {g1α, . . . , gmα}. In particular, |OG(α)| = |G :H| = |G : Gα| (this is Burnside’s Lemma, and is true regardless of the transitivity of Gon S). Since G is transitive on S, S = OG(α) = {g1α, . . . , gmα}, so we have θ(g) = |{β ∈S| gβ = β} = |{i | g(giα) = giα}| = |{i | g−1
 i ggi ∈ H}| = 1GH(g), the last equality followingby (17) (1H is the trivial character of H). Finally, let OH(α1), . . . ,OH(αk) be the orbits ofH acting on S. Summing up the above, rS = 1
 |H|∑k
 i=1 |OH(αi)| · |Gαi| = 1
 |H|∑
 β∈S |Gβ| =1|H|∑
 h∈H |{β ∈ S | hβ = β}| = 1|H|∑
 h∈H θ(h) = 〈θ|H, 1H〉 = 〈θ, 1GH〉 = 〈θ, θ〉, as desired
 (we also used Frobenius reciprocity).
 (3) Assume |S| ≥ 2. Then G is doubly transitive on S ⇔ θ−1G is an irreduciblecharacter of G.Let α ∈ S. Since G is transitive on S, 1 = 1
 |G| |OG(α)| · |Gα| = 1|G|∑
 β∈S |Gβ| =1|G|∑
 g∈G θ(g) = 〈θ, 1G〉. So θ−1G is a character of G (of degree |S|−1), and 〈θ−1G, 1G〉 =
 0. Hence, G is doubly transitive on S ⇔ 〈θ, θ〉 = 2⇔ 〈θ − 1G, θ− 1G〉+ 〈1G, 1G〉+ 2〈θ −1G, 1G〉 = 2⇔ 〈θ − 1G, θ − 1G〉 = 1⇔ θ − 1G is irreducible.
 (4) For all n ≥ 2, Sn and An (except A3) have irreducible characters of degreen − 1. The group Sn is n-transitive in its permutation action on S = {1, 2, . . . , n}, soby (3), the claim is true for Sn. It is also true for A2. Now let n ≥ 4. We are doneonce we show that An is doubly transitive on S. In fact, An is (n − 2)-transitive onS. To see this, let (a1, . . . , an−2) and (b1, . . . , bn−2) be two (n − 2)-tuples of distinctelements of S. Then ∃π ∈ Sn such that π(a1, . . . , an−2) = (b1, . . . , bn−2). Note that(Sn)a1 ∩ · · · (Sn)an−2
 = {τ ∈ Sn|τ(ai) = ai, ∀i = 1, . . . , n − 2} ∼= S2, so it has both oddand even permutations. Choose σ ∈ (Sn)a1 ∩ · · · (Sn)an−2
 such that signπ = signσ. Thenσπ ∈ An, and σπ(a1, . . . , an−2) = (b1, . . . , bn−2).
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 0.15 Frobenius Groups
 Theorem 9: (Frobenius) Assume a finite group G acts transitively on a finite set S. Ifevery non-identity element of G fixes at most 1 point of S, then the set of fixed-point-freeelements together with the identity, forms a normal subgroup of G.Proof: For i = 0, 1, let Fi = {g ∈ G | g fixes i elements of S}. Then G = {1}⊎F0
 ⊎
 F1,and we have to show that N = {1} ∪ F0 is a normal subroup of G. For any g, h ∈ G, gfixes a1, . . . , ak ∈ S ⇔ hgh−1 fixes ha1, . . . , hak. This shows that F0, F1 (and clearly {1})are normal subsets of G. So N is normal as a subset of G. The strategy of the proofis to construct a representation of G, whose kernel is N . We shall do this by inducingirreducible representations of a stabilizer Gx (x ∈ S), and then by considering a certainlinear combination of them.
 Fix x ∈ S, and let H = Gx. Since gHg−1 = Ggx, and G is transitive on S, all 1-pointstabilizers Gz are conjugate to H. Thus, any g ∈ F1 is conjugate to some element ofH. This enables us to select a full set of representatives of G-conjugacy classes A ={1, h2, . . . , hr, y1, . . . , ys}, with hi ∈ H and yj ∈ F0 = N \ {1}. Another consequence isthat F1 =
 ⊎
 z∈S(Gz \ {1}) (the union is disjoint since any g ∈ G fixes at most 1 point ofS). Thus, G = N
 ⊎[⊎
 z∈S(Gz \ {1})]
 . Since G is transitive on S, |S| = |G : Gz|, ∀z ∈ S.So the above decomposition gives |G| = |S| · (|Gx|−1)+ |N | ⇒ |N | = |S| = |G : H|. Notealso that H is self-normalizing in G: indeed, if ghg−1 = h′ (h, h′ ∈ H, g ∈ G), then h′ fixesx and gx so we must have x = gx, i.e. g ∈ H. This also means that B = {1, h2, . . . , hr}is a full set of representatives of H-conjugacy classes.
 Let φ1, . . . , φr be the irreducible characters of H. We have φGk (1) = |G : H| · φk(1),φGk (hi) = 1
 |H|∑
 g∈G φ0(g−1hig) = φk(hi) (since H is self-normalizing in G) and φGk (yj) = 0
 (since g−1yjg ∈ F0, which is disjoint from H). Let χ1 be the trivial character of G. Fori = 2, . . . , r we define χi = φGi −φi(1) ·φG1 +φi(1) ·χ1 (which is also valid for i = 1). Then
 1. χi(1) = φi(1). Indeed, χi(1) = φGi (1)−φi(1) ·φG1 (1)+φi(1) = |G : H| ·φi(1)−φi(1) ·|G : H| · 1 + φi(1) = φi(1).
 2. χi(hj) = φi(hj) (this follows from φGi (hj) = φi(hj), ∀i, j).
 3. χi(yk) = φi(1) (because φGi (yk) = 0, ∀i, k).
 These, together with the above observations, imply
 〈χi, χi〉 =1
 |G|∑
 g∈Gχi(g)χi(g)
 =1
 |G|
 [
 ∑
 g∈N|χi(g)|2 +
 ∑
 z∈S
 ∑
 16=g∈Gz
 |χi(g)|2]
 =1
 |G|
 [
 |N | · φi(1)2 + |S|∑
 16=h∈H|χi(h)|2
 ]
 =|G : H||G|
 ∑
 h∈H|φi(h)|2 = 〈φi, φi〉 = 1.
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 Now, by definition we can write χi =∑r+s
 j=1 ajψj, aj ∈ Z, where ψ1, . . . , ψr+s are the
 irreducible characters of G. Then 1 = 〈χi, χi〉 =∑r+s
 j=1 a2j ⇒ χi = ±ψj for some j. But
 χi(1) = φi(1) > 0, so χi = ψj is an irreducible character of G.
 Finally, let χ =∑r
 i=1 χi(1) ·χi, which is a character of G. For any 1 6= h ∈ H, we haveχ(h) =
 ∑ri=1 φi(1)φi(h) = 0, by lemma 4. Hence, the same holds for any g ∈ G \N = F1,
 since such a g is congujate to some 1 6= h ∈ H. For any y ∈ N (and in particular y = 1),χ(y) =
 ∑ri=1 φi(1)2 = |H|. Therefore, N = {g ∈ G | χ(g) = χ(1) = |H|} = Kχ � G, as
 desired �
 This theorem motivates the following definition of an important class of groups.A Frobenius group is a group G, having a subgroup H such that H ∩ g−1Hg = {1}, ∀g ∈G \ H. This implies that the distinct conjugates of H intersect at the identity (sincex−1Hx ∩ y−1Hy is conjugate to (yx−1)−1H(yx−1) ∩ H via x), and there are |G : H| ofthem (because x−1Hx = y−1Hy ⇔ xH = yH). We make the following observations:
 (1) In the setting of the above definition, G acts transitively and faithfully on S ={gH | g ∈ G}, by left multiplication. (to see that the action is faithful, let x ∈ G be inits kernel. Then xgH = gH, ∀g ∈ G⇔ g−1xg ∈ H, ∀g ∈ G⇔ x ∈ ∩g∈GgHg−1 ⇒ x = 1).Furthermore, if 1 6= g ∈ G fixes xH and yH, then as before, g ∈ xHx−1 ∩ yHy−1 ⇒xH = yH. Thus, each 1 6= g ∈ G fixes at most one element of S. Therefore, byFrobenius’ theorem, N = {1} ∪ {g ∈ G | g acts fixed-point-free on S}�G. By the proofof the theorem, we also have G = N
 ⊎[⊎ri=1(g
 −1i Hgi \ {1})
 ]
 (g1, . . . , gr are the distinctrepresentatives of cosets of H), and |N | = |G : H|. Since N ∩ H = {1}, |N | · |H| = |G|and N �G, we deduce that G is the semidirect product of N and H.
 Note: N is called the Frobenius kernel of the Frobenius group G, and H – the Frobenius
 complement of N in G.
 (2) Consider the action of H as a group of automorphisms of N . Let φ : H → Aut(N)be the conjugation homomorphism: φh = [n ∈ N 7→ hnh−1 ∈ N ]. If 1 6= h ∈ H, then{n ∈ N | φh(n) = n} = {n ∈ N | hnh−1 = n} = {n ∈ N | h = nhn−1} ⊆ H ∩ N = {1}(recall that H is self-normalizing in G). Thus, for every 1 6= h ∈ H, φh fixes only 1 in itsaction of N . We say that H acts on N as a group of fixed-point-free automorphisms.
 (3) Conversely, assume now that G is the semidirect product of N by H (N � G),and H acts on N as a group of fixed-point-free automorphisms. We show that G isa Frobenius group, with kernel N and complement H. Let g ∈ G \ H, so that g =hn with 1 6= n ∈ N, h ∈ H. Then g−1Hg = n−1h−1Hhn = n−1Hn. Now we showH ∩ n−1Hn = {1}: Indeed, h1 = nh2n
 −1, h1, h2 ∈ H ⇒ φh1(n) = h1nh−11 = nh2h
 −11 ∈
 N ⇒ h2h−11 ∈ H ∩ N = {1} ⇒ h1 = h2 and φh1(n) = n ⇒ h1 = 1, since n 6= 1 and H
 acts fixed-point-free on N . Therefore, H ∩ g−1Hg = {1}, ∀g ∈ G \H, and G is Frobeniuswith complement H. To prove N is its kernel, note that N � G and N ∩ H = {1}imply N ∩
 [⊎ri=1(g
 −1i Hgi \ {1})
 ]
 = ∅ (g1H, . . . , grH are the cosets of H in G). Then|G| = |N | · |H| forces G = N
 ⊎[⊎ri=1(g
 −1i Hgi \ {1})
 ]
 , so N is the Frobenius kernel of G.
 (4) Let p, q be distinct primes with p ≡ 1(modq). Let φ : Zq → Aut(Zp) be a non-trivialhomomorphism. Since Zq is generated by any non-identity element, φ must be injective.Hence φg acts fixed-point-free on Zp, ∀1 6= g ∈ Zq (if 1 6= h ∈ Zp is fixed by an injectiveα ∈ Aut(Zp) then α is the identity since h generates Zp). It follows that the unique
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 non-abelian group of order pq, Zp o Zq, is a Frobenius group.
 (5) (Thompson) The Frobenius kernel of any Frobenius group, is a nilpotent group.
 0.16 Algebraic Integers
 Let α ∈ C be an algebraic number, so that α satisfies some non-zero polynomial withcoefficients in Q. Denote by mα(x) ∈ Q[x] the minimal polynomial of α, i.e. the monicrational polynomial of minimal degree that α satisfies.
 Theorem 10: Let α ∈ C be algebraic. The following are equivalent:
 1. mα(x) actually has coefficients in Z.
 2. Z[α] is finitely generated as an (additive) abelian group.
 3. α is a root of some monic polynomial f ∈ Z[x].
 Proof: 1⇒2 Suppose mα(x) = xk + bk−1xk−1 + · · ·+ b0 ∈ Z[x]. Then αk = −(bk−1α
 k−1 +· · · + b0), so αk (and αm, ∀m ≥ k, by induction) is an integral linear combination of1, α, . . . , αk−1. Thus Z[α] is generated as a Z-module by 1, α, . . . , αk−1 2⇒3 AssumeZ[α] = f1(α)Z + · · · + fm(α)Z, where fi ∈ Z[x]. Let n = 1 + max1≤x≤m{deg fi}. Sinceαn ∈ Z[α], αn =
 ∑mi=1 cifi(α) for some c1, . . . , cm ∈ Z. Then α is a root of the monic
 polynomial f(x) = xn −∑m
 i=1 cifi(x) ∈ Z[x] 3⇒1 Assume f(α) = 0, where f ∈ Z[x]is monic. Since Q[x] is a Euclidean domain, we may write f(x) = a(x)mα(x) + b(x)in Q[x], with b ≡ 0 or deg b <deg mα. But b(α) = f(α) − a(α)mα(α) = 0, so b ≡ 0by minimality of mα. Thus f(x) = a(x)mα(x). Clearing out the denominators impliesam · f(x) = [a · a(x)][m ·mα(x)] in Z[x] (a,m ∈ Z+). Since f is monic, both a · a(x) andm ·m(x) have relatively prime coefficients. But Z[x] is a unique factorization domain, soif am 6= 1 then any prime p dividing am, has to divide either a · a(x) or m ·mα(x) (inZ[x]), impossible. Thus a = m = 1, so mα(x) ∈ Z[x] �
 Definition: If α ∈ C satisfies (any of) the conditions in theorem 10, we say that α is analgebraic integer. Denote by Alg the set of algebraic integers in C.
 Example 1: α = n√m ∈ Alg (n ∈ N, m ∈ Z), since it is a root of the monic polynomial
 xn −m ∈ Z[x].Example 2: α ∈ Alg ⇔ α ∈ Alg (since for f ∈ R[x], f(α) = 0⇔ f(α) = 0).Example 3: If α ∈ Q is an algebraic integer, then α ∈ Z. Indeed, the minimal polynomialof α is mα(x) = x− α, since α ∈ Q. But α - algebraic integer ⇒ mα(x) ∈ Z[x], so α ∈ Z.
 Lemma 10: The set Alg of the algebraic integers forms a subring of C.Proof: Clearly 1 ∈ Alg. Assume α, β ∈ Alg. By theorem 10, Z[α] = 〈α1, . . . , αk〉 andZ[β] = 〈β1, . . . , βm〉 (as Z-modules), with α1 = β1 = 1. Note that M = 〈αiβj |1 ≤ i ≤k, 1 ≤ j ≤ m〉 is a subring of C, which contains Z[α] and Z[β]. Hence α± β, αβ ∈M , soZ[α ± β] and Z[αβ] are Z-submodules of M . Since M is a finitely generated Z-module,so must be Z[α ± β] and Z[αβ]. Therefore, α± β, αβ ∈ Alg �
 In some sense the ring Alg is a generalization of Z, but which lies in a much larger fieldof fractions than Q, namely C.
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 Let G be a finite group. Recall that if ρ is a representation of G on V (over C), then theminimal polynomial of ρ(g) divides xn − 1, where n is the order of g ∈ G. Then all theeigenvalues of ρ are roots of unity, hence algebraic integers. It follows that the charactertable of G consists of algebraic integers. Our next aim is to show that the degrees of theirreducible characters of G, divide |G|.(1) Let C1, . . . , Cr be the conjugacy classes of G. Abuse notation and write Cj =∑
 g∈Cjg ∈ CG. We also identify f : G → C with
 ∑
 g∈G f(g)g ∈ CG. Under this iden-
 tification, from the proof of lemma 6 we see that class(G) = Z(CG). Also C1, . . . , Cr ∈class(G), and any f ∈ class(G) is an integral linear combination of C1, . . . , Cr. SinceCiCj ∈ class(G), we have
 CiCj =r∑
 k=1
 nijkCk, nijk ∈ Z. (21)
 (2) Let ρ be an irreducible representation of G on V . Since Cj ∈ Z(CG), ρ(Cj) : V → Vis a G-module homomorphism. By Schur’s lemma, ρ(Cj) = wρjI, for some wρj ∈ C.Applying this to (21), we get
 wρiwρj =r∑
 k=1
 nijkwρk ∀1,≤ i, j ≤ r.
 Therefore, the ring Z[wρ1, . . . , wρr] is finitely generated as a Z-module (for example by1, wρ1, . . . , wρr). It follows that Z[wρj] ⊆ Z[wρ1, . . . , wρr] is also a finitely generated Z-module. This implies wρj ∈ Alg.(3) What is wρj? Recall that ρ(Cj) = wρjI. Taking traces ⇒ |Cj| · χρ(Cj) = wρj · χρ(1).
 Now since χρ is irreducible,∑r
 k=1 |Ck|χρ(Ck)χρ(Ck) = |G| · 〈χρ, χρ〉 = |G|. Whence,
 r∑
 k=1
 wρkχρ(Ck) =|G|χρ(1)
 The left term is an algebraic integer, whereas the right term is rational. So they are bothintegers and dimρ = χρ(1) divides |G|.
 0.17 Burnside’s paqb Theorem
 Lemma 11: If λ ∈ C is an average of roots of unity, and λ ∈ Alg, then λ = 0 or λ is aroot of unity.Proof: Consider the monic irreducible polynomial mλ(x) ∈ Z[x]. The Galois group ofthe splitting field K of mλ over Q, acts transitively on the roots of mλ. Let these rootsbe σ1λ, . . . , σmλ. We have
 ∏mi=1 σiλ = (−1)mmλ(0) ∈ Z. We assume without loss that
 σ1, . . . , σm are extended field autormorphisms of C. Write λ = 1n(λ1 + · · ·+ λn), where λi
 is a root of unity. Then σjλ = 1n(σjλ1 + · · ·+σjλn) and note that σjλi is also a root unity
 (of same order as λi). It follows that |σjλ| ≤ 1n(|σjλ1|+ · · ·+ |σjλn|) = 1, with equality if
 and only if σjλ1 = · · · = σjλn ⇔ λ1 = · · · = λn(= λ). Multiplying these inequalities over
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 1 ≤ j ≤ m implies |mλ(0)| = ∏mj=1 |σjλ| ≤ 1. If |mλ(0)| = 0, then mλ(x) = x and λ = 0.
 Otherwise |mλ(0)| = 1, so we must have |σjλ| = 1, ∀j = 1, . . . , m, and λ = λ1 = · · · = λnis a root of unity �
 Corollary 9: Let χρ be an irreducible character of a finite group G, and C1, . . . , Cr bethe conjugacy classes of G. If χρ(1) and |Cj| are relatively prime (for some 1 ≤ j ≤ r),
 then either χρ(Cj) = 0 orχρ(Cj)
 χρ(1)is a root of unity.
 Proof: Since (χρ(1), |Cj|) = 1, there exist a, b ∈ Z such that a ·χρ(1) + b · |Cj| = 1. Then
 χρ(Cj)
 χρ(1)= aχρ(Cj) + b
 |Cj| · χρ(Cj)χρ(1)
 = aχρ(Cj) + bwρj ∈ Alg.
 The left term is an average of roots of unity, so the conclusion follows from Lemma 11 �
 Lemma 12: Let G be a finite group. If there exists a conjugacy class C of G, such that|C| = pn (p prime and n ≥ 1), then G is not simple.Proof: Let 1 6= g ∈ C. Let χ1, . . . , χm be all the non-trivial irreducible characters of Gwhich don’t vanish at g. By column orthogonality in the character table of G,
 1 +m∑
 i=1
 χi(1)χi(g) = 0. (22)
 If p | χi(1), ∀1 ≤ j ≤ m, then 1p
 =∑m
 i=1
 [
 χi(1)pχi(g)
 ]
 ∈ Alg, which is impossible, since1p∈ Q \ Z. Therefore, p and χj(g) are relatively prime for some j = 1, . . . , m. Since
 χj(g) 6= 0, Corollary 9 implies χj(g) = λχj(1), where λ ∈ C is a root of unity. Letρ : G → GL(V ) be a representation whose character is χj. Since the eigenvalues ofρ(g) are roots of unity whose average is λ, all of them have to equal λ, so ρ(g) = λI.Now assume G is simple. Then G is not abelian (otherwise |C| = 1), so [G,G] = {1}.It follows that G has only 1 irreducible character of degree 1 (the trivial one). Hencedimρ = dimCV > 1, which implies kerρ 6= G. Since G is simple, this forces kerρ = {1},so that G ∼= G/kerρ ∼= ρ(G) as groups. Since ρ(g) ∈ Z(ρ(G)), we get 1 6= g ∈ Z(G),contradicting the simplicity of G �
 Theorem 11: (Burnside) Let G be a group. If |G| = paqb (p, q - primes and a, b ≥ 1),then G is solvable.Proof: Assume the statement is false, and let G be a counterexample such that |G| isminimal. Then G is simple. Indeed, if {1} 6= H �G then H and G/H are solvable. ThenG is solvable (we get a normal series of G by combining the normal series of H and G/H),contradiction. Let P ∈ Sylp(G). Since P is a p-group, we may choose 1 6= g ∈ Z(P ).Then P ≤ CG(g), so |OG(g)| = |G : CG(g)| = qm (0 ≤ m ≤ b). But m 6= 0 (otherwise1 6= g ∈ Z(G), so the simple G must be abelian of non-prime order), so Lemma 12 impliesthat G cannot be simple, contradiction �
 What is striking about this proof is the way that solvability is used. Examining the proof,we see that the theorem is true if we replace solvability by any other property P suchthat ∀H �G, P (H) ∧ P (G/H)⇒ P (G).
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 0.18 Brauer-Tate Theorems
 We first introduce some preparatory concepts. Let G be a finite group, and χ1, . . . , χmbe its irreducible characters (over C).We call ψ ∈ class(G) a generalized character if it is the difference of 2 characters. Equiv-alently, ψ is a generalized character if it is an integral linear combination of (irreducible)characters of G. Define ch(G) = {ψ ∈ class(G) | ψ is a generalized character of G} ={a1χ1 + · · · + amχm | a1, . . . , am ∈ Z}. Since χ1, . . . , χm are C-linearly independent,ch(G) ∼= Zm as Z-modules. By 4. of Theorem 3, the product of any 2 characters is acharacter, so ch(G) is a commutative ring with identity (the trivial character χ1).
 A finite group E is elementary if E = A × P , where P is a p-group and A is a cyclicp′-group (i.e. (|A|, |P |) = 1). If we wish to highlight p we call E p-elementary. Define E
 to be the set of elementary subgroups of G (over all primes). The set of characters of G,induced from (characters of) members of E, generates a Z-submodule of ch(G), which wedenote by v(G). Our primary goal is to prove
 Theorem 12: (Brauer-Tate) ch(G) = v(G).
 As usual, we make a series of observations which will guide us through the proof of thetheorem:(1) Let w ∈ C be a primitive root of 1, of order n = |G|. Let R = Z[w] ∼= Z[x]/mw(x),where mw(x) = xn−1 + · · ·+ x + 1. Thus, 1, w, . . . , wn−2 is a basis for R as a Z-module.Define chR(G) = {a1χ1 + · · ·+amχm | a1, . . . , am ∈ R} ∼= Rm, as R-modules. Accordinglywe define vR(G) to be the R-submodule of chR(G), generated by characters of G, inducedfrom members of E. From definitions, we have the following diagram of inclusions:
 ch(G) � � // chR(G)
 v(G)?�
 OO
 � � // vR(G)?�
 OO
 (2) Let H ≤ G, φ ∈ class(H) and θ ∈ class(G). Then (φ · θ|H)G = φG · θ.Proof: For any y ∈ G, we have (φ · θ|H)G(y) = 1
 |H|∑
 x∈G(φ · θ|H)0(x−1yx) =
 =1
 |H|∑
 x∈Gφ0(x−1yx)θ(x−1yx) = θ(y) · 1
 |H|∑
 x∈Gφ0(x−1yx) = θ(y) · φG(y).
 We used that (φ ·θ|H)0 = φ0 ·θ, which holds since both sides vanish on G\H, and θ|0H = θon H �
 (3) v(G) is an ideal of ch(G).Let χ ∈ ch(G). By definition, the set A = {ψG |ψ ∈ ch(E) for some E ∈ E} generatesv(G) as a Z-module, so it’s enough to check that χ ·ψG ∈ v(G), where ψ ∈ ch(E), E ∈ E.By (2), χ · ψG = (ψ · χ|E)G ∈ v(G), since ψ and χ|E (and ψ · χ|E) are characters of E.
 (4) ch(G) ∩ vR(G) = v(G).First, note that 1, w, . . . , wn−2 are linearly independent over the ring ch(G). Indeed,assume
 ∑n−2j=1 (
 ∑mi=1 cijχi)w
 j = 0 in class(G), with cij ∈ C. Interchanging the sums we
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 get
 m∑
 i=1
 (n−2∑
 j=1
 cijwj)χi = 0⇒
 n−2∑
 j=1
 cijwj = 0, ∀i = 1, m⇒ cij = 0, ∀i = 1, m, j = 1, n− 2.
 In particular, it follows that vR(G) =⊕n−2
 i=1 v(G)wj as R-modules. Now suppose ξ =ξ0+ξ1w+· · ·+ξn−2w
 n−2 ∈ ch(G)∩vR(G), ξ0, . . . , ξn−2 ∈ v(G). By the linear independenceof 1, w, . . . , wn−2 over ch(G), we must have ξ = ξ0 ∈ v(G), which proves the claim. Inparticular, if χ1 ∈ vR(G) then χ1 ∈ v(G) ⇒ ch(G) = v(G), since v(G) is an ideal ofch(G).
 (5) Let p be prime and g ∈ G. There exist g1, g2 ∈ G such that g1 is a p-element (i.e.|g1| = pα, for some α), g2 is a p′-element (i.e. |g2| and p are coprime), and g = g1g2 = g2g1.Moreover, this representation of g is unique. The components g1, g2 are called the p-partand the p′-part of g, respectively. Also g = g1g2 is the p-decomposition of g.Proof: Since g1, g2 should commute, it’s reasonable to look at powers of g. Write |g| = pαl,with (p, l) = 1. Then apα + bl = 1 for some a, b ∈ Z. Then g1 = gbl and g2 = gap
 α
 satisfy the conditions: indeed |g1| = |g|/(|g|, bl) = pα, |g2| = |g|/(|g|, apα) = l andg = g1g2 = g2g1. Now assume g = h1h2 = h2h1 were another such representation.Since pαl = |g| = [|h1|, |h2|], the hypothesis implies |h1| = pα and |h2| = l. Thenh1 = hap
 α+bl1 = hbl1 = gbl = g1 (since hbl2 = 1), and h2 = g/h1 = g/g1 = g2.
 (6) Let g = g1g2 be the p-decomposition of g ∈ G. Consider x−1gx = [x−1g1x][x−1g2x].
 Since |x−1g1x| = |g1|, h1 = x−1g1x is a p-element. Similarly h2 = x−1g2x is a p′-element. Since x−1gx = h1h2 = h2h1, 5 implies that x−1gx = [x−1g1x][x
 −1g2x] is thep-decomposition of x−1gx. For g, h ∈ G, write g ∼ h if the p′-parts of g and h are conju-gate. Note that ∼ is an equivalence relation. If g is conjugate to h, then g ∼ h by above.It follows that the equivalence classes of ∼ are unions of conjugacy classes of G.
 (7) Assume G = G1 ×G2. Then
 1. Any conjugacy class of G is the product of a conjugacy class G1 and one of G2.
 2. Any irreducible character of G is of form χ1χ2 (which is defined by χ1χ2(g1g2) =χ1(g1)χ2(g2), ∀g1 ∈ G1, g2 ∈ G2), where χ1, χ2 are irreducible characters of G1 andG2 respectively.
 Proof: 1 Let g = g1g2 ∈ G with gi ∈ Gi. Then OG(g) = {(h1h2)−1g(h1h2) | hi ∈ Gi} =
 {[h−11 g1h1][h
 −12 g2h2] | hi ∈ Gi} = OG1
 (g1)OG2(g2). 2 Assume χ1, χ2 are characters of the
 irreducible representations ρ1 : G1 → GL(V1), and ρ2 : G2 → V2 respectively. Thenχ1χ2, is the character of the representation ρ : G = G1 × G2 → V1
 ⊗
 V2 defined byρ(g1g2)(v1⊗ v2) = (ρ1(g1), ρ2(g2)) [recall that if {v1, . . . , vk} and {w1, . . . , wl} are bases ofeigenvectors of ρ1(g1) ∈ GL(V1) and ρ2(g2) ∈ GL(V2) respectively, then {vi ⊗wj| 1 ≤ i ≤k, 1 ≤ j ≤ l} is a basis of eigenvectors of ρ(g1g2) ∈ GL(V1
 ⊗
 V2), so that the eigenvaluesof ρ(g1g2) are precisely the pairwise products of eigenvalues of ρ1(g1) and ρ2(g2)]. Let
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 ψ1, ψ2 be irreducible characters of G1, G2, respectively. We have
 〈χ1χ2, ψ1ψ2〉 =1
 |G|∑
 g1∈G1
 g2∈G2
 χ1(g1)χ2(g2)ψ1(g1)ψ2(g2)
 =
 (
 1
 |G1|∑
 g1∈G1
 χ1(g1)ψ1(g1)
 )(
 1
 |G2|∑
 g2∈G2
 χ2(g2)ψ2(g2)
 )
 = 〈χ1, ψ1〉 · 〈χ2, ψ2〉.
 For ψ1 = χ1 and ψ2 = χ2, this shows that χ1χ2 is irreducible. Otherwise, 〈χ1χ2, ψ1ψ2〉 = 0,and in particular χ1χ2 6= ψ1ψ2. Thus, the number of such characters is the number ofirreducible characters of G1 times that of G2, which by 1 is equal to the number ofirreducible characters of G. Hence these are all irreducible characters of G.
 (8) If E = A × B ∈ E, with A = 〈a〉, then ∃ξ ∈ chR(E) such that ξ(ab) = |a|, ξ(ajb) =0, ∀j = 2, 3 . . . , |a| − 1, b ∈ B.Proof: Define ξ : E → C as above. Then ξ ∈ class(E), because OE(ajb) = ajOB(b), ∀j =1, |a|, b ∈ B. Let χ1, . . . , χk and ψ1, . . . , ψl be the irreducible characters of A and Brespectively. We may assume that χj(a) = wj−1 for 1 ≤ j ≤ k, where w ∈ C is aprimitive root of unity of order k = |a|. By 7, we may write
 ξ =∑
 1≤i≤k1≤j≤l
 aijχiψj, with aij ∈ C.
 Let O1, . . . ,Ol be the conjugacy classes of B. From 7 and the definition of ξ, we get
 aij = 〈ξ, χiψj〉 =1
 |E|
 l∑
 s=1
 |aOs| · ξ(aOs)χi(a)ψj(Os)
 =1
 |a| · |B|
 l∑
 s=1
 |Os)| · |a|wi−1 · ψj(Os)
 =wi−1
 |B|
 l∑
 s=1
 |Os)|ψj(Os) = wi−1 · 〈ψ1, ψj〉 ∈ Z[w] ⊆ R.
 Thus aij ∈ R, ∀i, j, implying ξ ∈ chR(E).
 (9) Let p be a prime and a a p′-element of G. There exists an integer valued functionθ ∈ vR(G) such that, for g ∈ G, θ(g) ≡ 1 (mod p) if the p′ part of g is conjugate to a,and θ(g) = 0 otherwise.Proof: Consider the centralizer CG(a) of a in G. Define E = 〈a〉 × B, where B ∈Sylp(CG(a)). By 8, ∃ξ ∈ chR(E) such that ξ(ab) = |a|, ξ(ajb) = 0, ∀j = 2, 3 . . . , |a|−1, b ∈B. Now E is an elementary subgroup of G, so ξG ∈ vR(G). Since all values of ξ aremultiples of |a|, the same is true for ξG, because ξG(g) =
 ∑si=1 ξ
 0(x−1i gxi), with x1, . . . , xs
 – distinct coset representatives of E in G. If g is not conjugate to some ab, with b ∈ B,we have ξG(g) = 0 (in this case x−1
 i gxi 6∈ aB, so ξ0(x−1i gxi) = 0, ∀1 ≤ i ≤ s). Assume
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 now that x−1gx = ab, where b ∈ B. We have
 ξG(g) = ξG(ab) =∑
 1≤i≤sx−1
 i gxi∈E
 ξ(x−1i abxi) = |a| · |{i | 1 ≤ i ≤ s, x−1
 i abxi ∈ aB}|.
 Since b ∈ B ∈ Sylp(CG(a)), b is a p-element and ab = ba. But a is a p′-element, so b anda are the p- and p′- parts of ab, respectively. Therefore, by 5 and 6 we have:
 x−1i abxi = ab′, b′ ∈ B ⇔ x−1
 i axi = a, x−1i bxi = b′ ⇔ xi ∈ CG(a) ∩NG(B).
 Hence ξG(g) = |a| · |{i | 1 ≤ i ≤ s, xi ∈ CG(a) ∩ NG(B)}| = |a| · |CG(a) ∩ NG(B) : E|,the latter being true since E is a subgroup of CG(a) ∩NG(B). Further ξG(g) = |CG(a) ∩NG(B) : B| 6≡ 0 (mod p), because |CG(a) ∩NG(B) : B| divides |CG(a) : B|, which is notdivisible by p. Finally, define θ = αξG where α ∈ Z is such that α·|CG(a)∩NG(B) : B| ≡ 1(mod p). Then θ ∈ vR(G) satisfies the conditions in the hypothesis. Note that θ takesonly 2 distinct values by construction (0 and α · |CG(a) ∩NG(B) : B|).(10) For a fixed prime p, let L1, . . . , Lt be the equivalence classes of ∼. By 9, there existθ1, . . . , θt ∈ vR(G) such that, for each i, θi is congruent to 1 (mod p) on Li, and equalto 0 otherwise. Then ψ = θ1 + · · ·+ θt ∈ vR(G) is integer valued, and satisfies ψ(g) ≡ 1(mod p), ∀g ∈ G.
 (11) If η is an integer valued class function onG, such that η(g) is divisible by |G|, ∀g ∈ G,then η ∈ vR(G).Proof: Choose a prime p such that (p, |G|) = 1. Then g ∼ h ⇔ g is conjugate toh, ∀g, h ∈ G, because all elements of G are their own p′-parts. Let OG(a1), . . . ,OG(at) bethe conjugacy classes of G. By 9, there exist θ1, . . . , θt ∈ vR(G) such that, for each i, θiis |ai| on OG(ai), and 0 otherwise. Since |ai| divides G, we get that vR(G) contains thefunctions which are |G| on a conjugacy class of G, and 0 outside it. But η is an integrallinear combination of these, so η ∈ vR(G).
 (12) If |G| = mpα with p prime and (p,m) = 1, then mχ1 ∈ vR(G).Proof: By 10, ∃ψ ∈ vR(G) such that ψ(g) ≡ 1 (mod p), ∀g ∈ G. Define θ = ψp
 α ∈vR(G) (recall that vR(G) is an ideal of chR(G)). We claim that θ(g) ≡ 1 (mod p), ∀g ∈ G:Indeed, fix g ∈ G. We have ψ(g) = 1+pl, l ∈ Z⇒ θ(g) = (1+pl)p
 α
 = 1+∑pα
 k=1
 (
 pα
 k
 )
 pklk.
 For 1 ≤ k ≤ pα, the exponent of p in the numerator of(
 pα
 k
 )
 pk = pk·pα·····(pα−k+1)k!
 ∈ N is atleast k + α, while the exponent of p in its denominator is at most k. So each term in theabove sum is divisible by pα, which yields θ(g) ≡ 1 (mod pα). It follows that all values ofχ1−θ are divisible by pα. Hence all values ofm(χ1−θ) are multiples of |G|. By 11, we havem(χ1−θ) ∈ vR(G). Since mθ ∈ vR(G), we conclude that mχ1 = m(χ1−θ)+mθ ∈ vR(G),as desired.
 Finally, write |G| = pα1
 1 . . . pαk
 k , where p1, . . . , pk are the distinct primes dividing |G|. For1 ≤ i ≤ k, Let mi = |G|/pαi
 i . Then m1, . . . , mk are relatively prime, so 1 = c1m1 + · · ·+ckmk, for some c1, . . . , ck ∈ Z. By 12, miχ1 ∈ vR(G) for each 1 ≤ i ≤ k. Consequently,χ1 = c1(m1χ1) + · · · + ck(mkχ1) ∈ vR(G), which completes the proof of Brauer-Tate’stheorem �

Page 32
                        
                        

32
 0.19 Consequences of Brauer-Tate’s Theorem
 In this section, we give some important corollaries and applications of Brauer-Tate’s result.As usual, G denotes a finite group.
 Lemma 13: Let θ ∈ class(G).Then θ ∈ ch(G)⇔ θ|E ∈ ch(E), ∀E ∈ E.Proof: Let u(G) = {θ ∈ class(G) | θ|E ∈ ch(E), ∀E ∈ E}. First note that ch(G) ⊆ u(G).The reason for this is that, if H ≤ G and χ is a character of G, then χ|H is a characterof H. Next, u(G) is a ring with identity (the trivial character of G, χ1 = 1G). Indeed, ifφ, ψ ∈ u(G) then φ|E, ψ|E ∈ ch(E), ∀E ∈ E⇒ (φ±ψ)|E = φ|E±ψ|E ∈ ch(E), (φ ·ψ)|E =φ|E · ψ|E ∈ ch(E), ∀E ∈ E⇒ φ± ψ, φ ·ψ ∈ u(G) (we used the fact that ch(E) is a ring).By Brauer-Tate’s theorem, χ1 ∈ v(G). Hence, if we show that v(G) is an ideal of u(G),then v(G) = u(G) = ch(G), as claimed. Let φ ∈ v(G), so that φ = θG for some θ ∈ ch(E)and E ∈ E. By 2 of section 18, for any ψ ∈ u(G) we have φ ·ψ = θG ·ψ = (θ ·ψ|E)G ∈ v(G)since θ, φ|E ∈ ch(E) �
 What follows is a nice application of the previous results, which yields a result of practicalvalue about the character table of a group.
 Theorem 13: Let p be a prime number, and n ∈ Z such that pn is the highest power ofp dividing |G|. If χ is an irreducible character of G such that pn|χ(1), then χ(y) = 0 forany y ∈ G whose order is a multiple of p.
 Proof: Define θ : G → C by θ(y) =
 {
 χ(y) if (p, |y|) = 10 if p divides |y| . Then θ ∈ class(G). We
 have to show that θ = χ. We will achieve this by showing that θ ∈ ch(G). Indeed, if so,then θ = a1χ1+· · ·+amχm where a1, . . . , am ∈ Z and χ1, . . . , χm are irreducible charactersof G. Since θ(1) = χ(1) > 0, we get 0 < a2
 1 + · · · + a2m = 〈θ, θ〉 = 1
 |G|∑
 g∈G |θ(g)|2 ≤∑
 g∈G |χ(g)|2 = 〈χ, χ〉 = 1, so all of a1, . . . , am are 0, except one which is 1 (it cannot be−1, since θ(1) > 0). Hence θ is an irreducible character of G. But 〈θ, χ〉 = 〈θ, θ〉 > 0,which forces θ = χ. Next, by lemma 13 it suffices to show that θ|E ∈ ch(E), ∀E ∈ E.When E is a p′-group this is trivial, because by definition it follows that θ|E = χ|E ∈ch(E). Assume now that p||E|. We have E = A × B where A is cyclic, B is of primepower order, and (|A|, |B|) = 1. If p||A|, then A = P × Q1 where P is the Sylow-psubgroup of A, and Q1 is a p′ group (the product of the other Sylow subgroups of A). SoE = (P ×Q1)×B = P ×(Q1×B). If p||B| (so A is a p′-group), then E = A×B = B×A.In any case, we see that E = P×Q, where P is a p-group and Q – a p′-group. To establishθ|E ∈ ch(E), we show that 〈θ|E, ξ〉 (which is the coefficient of ξ in θ|E written as a linearcombination of the irreducible characters) is an integer for any irreducible character ξ ofE. Let ξ be any irreducible character of E. Since E is the direct product P ×Q, elementsof P commute with those of Q. Hence the order of gh ∈ E (g ∈ P, h ∈ Q), [|g|, |h|], is amultiple of p if and only if g 6= 1. Therefore θ|E = χ on Q, and θ|E = 0 otherwise. So wehave
 〈θ|E, ξ〉 =1
 |E|∑
 y∈Qχ(y)ξ(y) =
 |Q||E|〈χ|Q, ξ|Q〉 ∈ Q.
 It follows that 〈θ|E, ξ〉 = 1|P |〈χ|Q, ξ|Q〉 = a
 b, for some a, b ∈ Z, with (a, b) = 1 and b||P |.

Page 33
                        
                        

0.19. CONSEQUENCES OF BRAUER-TATE’S THEOREM 33
 In particular, we see that b is a power of p. On the other hand,
 〈θ|E, ξ〉 =1
 |E|∑
 y∈Qχ(y)ξ(y) =
 χ(1)
 |G| · |E|∑
 y∈Q|CG(y)| · |OG(y)|χ(y)
 χ(1)ξ(y)
 =χ(1)
 |G| · |Q|∑
 y∈Q|CG(y) : P | · |OG(y)|χ(y)
 χ(1)ξ(y) (since P ≤ CG(y))
 =χ(1)
 |G| · |Q| · c, for some c ∈ Alg, cf. 3 of section 16.
 Therefore, |G|·|Q|χ(1)〈θ|E, ξ〉 ∈ Q ∩ Alg = Z. But |G|
 χ(1)(which is an integer by section 16) is
 coprime to p by hypothesis. Also (|Q|, p) = 1. Since b is a power of p, and it divides|G|·|Q|χ(1)
 , we must have b = 1. Therefore 〈θ|E, ξ〉 = a ∈ Z, as desired �
 Lemma 14: (Brauer) Let E be a p-elementary group, and θ an irreducible character ofE. Then θ = ξE, for some linear (i.e. degree 1) character ξ of some subgroup of E.Proof: Let E = A × P , with A – a cyclic p′-group and P a p-group. By 7 of section18, θ = θ1θ2, where θ1 and θ2 are irreducibles of A and P , respectively. Since θ1 is linear(because A is abelian), and the degree of θ2 is a power of p (since it divides |P |), weget = degθ = θ(1) = pn, for some n ≥ 0. We proceed by induction on n. The theoremstatement is true for n = 0 (θ = θE is linear), so we assume n > 0. Let λ be a linear
 character of E. We have 〈θθ, λ〉 = 1|E|∑
 g∈E θ(g)θ(g) · λ(g) = 〈θ, λθ〉 =
 {
 1 if λθ = θ0 otherwise
 .
 Note that λθ and θ are irreducible characters of E, since θ is (cf. section 8). Let Λ ={λ |λ is a linear character of E, such that λθ = θ}. Note that Λ is a multiplicative group:indeed, let λ1, λ2 ∈ Λ. Since all values of λ are roots of unity, θ−1
 1 = θ1, so λ−11 λ2 = λ1λ2
 is a linear character of E (cf. section 8). Then λ−11 λ2θ = λ−1
 1 θ = λ−11 [λ1θ] = θ, which
 proves that λ−11 λ2 ∈ Λ. By definition of Λ, we may write
 θθ =∑
 λ∈Λ
 λ+ φ, (23)
 where φ is a non-linear character of E. Since p|degθθ and p|degφ, we get p||Λ|. ByCauchy’s theorem, there exists η ∈ Λ such that |η| = p. Now consider K = kerη. By the1st Isomorphism Theorem, E/K ∼= imη = {µ ∈ C | µp = 1} ∼= Z/pZ. This forces K =A×Q, where Q is a subgroup of P , of index p. (To see this, write K = M×Q with M ≤ A,Q ≤ P . Since A is a p′-group, P is a p-group, and |K| = |E|/p, we must have M = A).Restricting (23) to K, and noting that (1|E)|K = η|K = 1|K, we find that 1|K occurs atleast twice in (θθ)|K, i.e. 〈1|K, (θθ)|K〉 ≥ 2. Next, 2 ≤ 〈1|K, θ|Kθ|K〉 = 〈θ|K, θ|K〉, so θ|Kis a reducible character of K. Let then ψ be an irreducible character of K, which occursin θ|K. We have degψ < degθ|K = degθ = pn. But degψ is a power of p (because K isp-elementary), so degψ ≤ pn−1. On the other hand, applying Frobenius reciprocity yields1 ≤ 〈θ|K, ψ〉 = 〈θ, ψE〉, which implies that θ occurs in ψE (since θ is irreducible). Inparticular, pn = degθ ≤ degψE = |E : K| · degψ = p · degψ ⇒ pn−1 ≤ degψ. The twoinequalities force degψ = pn−1 and degψE = pn = degθ. Again, since θ occurs ψE, weactually have θ = ψE. Now ψ is an irreducible character of the p-elementary group K,
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 of degree pn−1, so by induction ψ = ξK for some linear character ξ of some subgroup ofK. Finally, θ = ψE = (ξK)E = ξE (by 6 of section 13, character induction is transitive),which completes the proof �
 Theorem 14: (Brauer-Tate) Every character of G is an integral linear combination ofcharacters of G, induced from linear characters of elementary subgroups of G.Proof: Let θ be a character of G. By theorem 12 (Brauer-Tate), θ =
 ∑ki=1 aiψ
 Gi where
 a1, . . . , ak ∈ Z and for each i, ψi is an irreducible character of some Ei ∈ E. By lemma14, ψi = ξEi
 i where ξi is a linear character of some subgroup Hi ≤ Ei. Hence θ =∑k
 i=1 ai(ξEi
 i )G =∑k
 i=1 aiξGi , and we are done since Hi ∈ E, ∀1 ≤ i ≤ k. (subgroups of
 elementary groups are elementary) �
 0.20 Mackey’s Theorems
 We consider representations over C. Let G be a finite group. If we induce a representationofG from a an irrreducible character of a subgroup, it is generally not irreducible anymore.Mackey’s theorems help us understand how it decomposes into irreducibles.
 (1) Let H ≤ G and ρ : H → GL(V ) be a representation of H. For x ∈ G, we define ρx :xHx−1 → GL(V ) by ρx(z) = ρ(x−1zx), ∀z ∈ xHx−1 (i.e. ρx(xyx−1) = ρ(y), ∀y ∈ H).Since conjugation by x is a group isomorphism of xHx−1 and H, ρx is a representation ofxHx−1 on V . In some sense, ρx is really just ρ, which is precisely stated in the followingcommuting diagram (σ is conjugation by x−1):
 H
 σ
 ��
 ρ // GL(V )
 id.��
 xHx−1ρx
 // GL(V )
 In particular, M is an H-submodule of V if and only if M is an xHx−1-submodule of V .We clearly have χρx(xyx−1) = χρ(y), ∀y ∈ H.More generally, if φ ∈ class(H), we define φx : xHx−1 → C by φx(xyx−1) = φ(y), ∀y ∈ H.Then φx ∈ class(xHx−1) (again since conjugation by x is a homomorphism). Moreover,if φ, ψ ∈ class(H) then 〈φx, ψx〉 = 〈φ, ψ〉.(2) (Mackey) Let K,H ≤ G and let {x1 = 1, x2, . . . , xs} be a set of K − H doublecoset representatives in G (recall that this means G =
 ⊎si=1KxiH). For 1 ≤ i ≤ s, let
 Ki = K ∩ xiHx−1i . If ψ ∈ class(H), then
 (ψG)|K =
 s∑
 i=1
 (ψxi |Ki)K . (24)
 Proof: K acts on the left cosets {xH |x ∈ G} by left multiplication. The double cosetKxH is a union of such cosets, namely the ones in the orbit of xH. The stabilizer of xHunder this action is K ∩ xHx−1 (indeed k ∈ K, kxH = xH ⇔ k ∈ K, x−1kx ∈ H ⇔k ∈ K ∩ xHx−1). Now, for 1 ≤ i ≤ s let ki1, . . . , kisi
 be left coset representatives of Ki inK. Thus, KxiH = ki1xiH ] · · · ] kisi
 xiH (since the action of K on xiH can be identified
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 with the action of K on the left cosets of the stabilizer Ki of xiH in K). It follows that{kijxi |1 ≤ i ≤ s, 1 ≤ j ≤ si} is a complete set of left coset representatives of H in G.Next, since Ki = K ∩ xiHx−1
 i , we have (ψxi |Ki)0(z) = (ψxi)0(z), ∀z ∈ K, 1 ≤ i ≤ s.
 Hence, for y ∈ K we get
 ψG(y) =∑
 1≤i≤s1≤j≤si
 ψ0(x−1i k−1
 ij ykijxi) =s∑
 i=1
 si∑
 j=1
 (ψxi)0(k−1ij ykij)
 =s∑
 i=1
 si∑
 j=1
 (ψxi|Ki)0(k−1
 ij ykij) =s∑
 i=1
 (ψxi|Ki)K, as desired �
 (3) (Mackey) If φ ∈ class(K) and ψ ∈ class(H) then
 〈φG, ψG〉 =
 s∑
 i=1
 〈φ|Ki, ψxi|Ki
 〉. (25)
 Proof: Using Frobenius reciprocity repeatedly, and (24), we have
 〈φG, ψG〉 = 〈φ, ψG|K〉 =s∑
 i=1
 〈φ, (ψxi|Ki)K〉 =
 s∑
 i=1
 〈φ|Ki, ψxi|Ki
 〉�
 The next result, which is a consequence of the above, in some way fulfilles the goal statedin the beginning of the section.
 (4) Let H ≤ G and ψ be an irreducible character of H.
 1. ψG is irreducible ⇔ for each x ∈ G \ H, there is no irreducible character (of H ∩xHx−1) occuring in both ψ|H∩xiHx
 −1
 iand ψxi|H∩xiHx
 −1
 i.
 2. If H �G, then ψG is irreducible ⇔ ψG 6= ψ for all x ∈ G \H.
 Proof: 1 Letting K = H and φ = ψ in (25), we get
 〈ψG, ψG〉 =s∑
 i=1
 〈ψ|H∩xiHx−1
 i, ψxi|H∩xiHx
 −1
 i〉 = 1 +
 s∑
 i=2
 〈ψ|H∩xiHx−1
 i, ψxi|H∩xiHx
 −1
 i〉.
 Hence ψG is irreducible ⇔∑s
 i=1〈ψ|H∩xiHx−1
 i, ψxi|H∩xiHx
 −1
 i〉 = 0 ⇔ for 2 ≤ i ≤ s there is
 no common irreducible character occuring in both ψ|H∩xiHx−1
 iand ψxi|H∩xiHx
 −1
 i. This is
 equivalent to what we want, since any x ∈ G \ H can be taken to be one of the doublecoset representatives x2, . . . , xs. 2 Since xHx−1 = H, ∀x ∈ G, part 1 above implies:ψG is irreducible ⇔ ψ and ψx don’t have common irreducible constituents for all x ∈G \H ⇔ ψ 6= ψx, ∀x ∈ G \H, since ψ and ψx are both irreducible characters of H �
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 0.21 An Application of Mackey’s Results
 In this section, our purpose is to describe irreducible characters of a semidirect product,where the normal component is abelian. For a group G, let Irred(G) denote the set ofirreducible characters of G.
 (1) Let G = A o B where A is an abelian group. Thus, A � G, B ≤ G, AB = G andA∩B = 1. Also (a1b1)(a2b2) = a1(b1a2b
 −11 )b1b2, ∀a1, a2 ∈ A, b1, b2 ∈ B. Let φ ∈ Irred(A)
 and b ∈ B. By previous section, we know that φb, defined by φb(a) = φ(bab−1), ∀a ∈ A, isan irreducible character of A = bAb−1. This gives a well-defined action of B on Irred(A)(note that (φb1)b2(a) = φ(b2b1ab
 −11 b−1
 2 ) = φb1b2(a), ∀a ∈ A, b1, b2 ∈ B). Let Bφ be thecentralizer in B of φ, under this action.
 (2) Note that φ is linear, since A is abelian, so that we may identify φ with its character.Now let ρ : Bφ → GL(V ) be a representation of Bφ. The map φ× ρ : Ao Bφ → GL(V ),given by φ × ρ(ab) = φ(a)ρ(b) (a ∈ A, b ∈ B) is thus well-defined. Moreover, φ × ρ is arepresentation of AoBφ. Indeed, for all a1, a2 ∈ A, b1, b2 ∈ B we have
 φ× ρ[(a1b1)(a2b2)] = φ× ρ[a1(b1a2b−11 )b1b2] = φ(a1)φ(b1a2b
 −11 )ρ(b1)ρ(b2)
 = φ(a1)φ(a2)ρ(b1)ρ(b2) (since b1 centralizes φ)
 = φ(a1)ρ(b1)φ(a2)ρ(b2) (since φ(a2) ∈ C)
 = φ× ρ(a1b1)φ× ρ(a2b2).
 Denote the character of φ× ρ by φ×χρ. We have φ×χρ(ab) = φ(a)χρ(b), ∀a ∈ A, b ∈ B.
 (3) Let φ ∈ Irred(A) and ψ ∈ Irred(Bφ). Then
 1. φ× ψ ∈ Irred(Ao Bφ).
 2. (φ× ψ)G ∈ Irred(G).
 Proof: 1 We have 〈φ× ψ, φ× ψ〉 = 1|A|·|bφ|
 ∑
 a∈Ab∈Bφ
 φ(a)ψ(b)φ(a)ψ(b)
 =
 (
 1
 |A|∑
 a∈Aφ(a)φ(a)
 )
 1
 |Bφ|∑
 b∈Bφ
 ψ(b)ψ(b)
 = 〈φ, φ〉 · 〈ψ, ψ〉 = 1.
 2 Let H = AoBφ ≤ G, so that φ×ψ ∈ Irred(H) by part 1. By 4 of previous section, itsuffices to show that if x = ab ∈ G\H, a ∈ A, b ∈ B (i.e. if b 6∈ Bφ), then (φ×ψ)|H∩xHx−1
 and (φ× ψ)x|H∩xHx−1 have no common constituents. We show that, a fortiori, (φ× ψ)|Aand (φ× ψ)x|A have no common constituents (note that A = xAx−1 �H ∩ xHx−1). Wehave (φ × ψ)|A = ψ(1) · φ, so that the constituents of (φ × ψ)|A are ψ(1) copies of φ.Next, (φ × ψ)x|A(a1) = φ × ψ(b−1a−1a1ab) = ψ(1)φ(b−1a−1a1ab) = ψ(1)φb(a−1a1a) =ψ(1)φb(a1) ∀a1 ∈ A. This shows that (φ × ψ)x|A = ψ(1)φb, so that its constituents areψ(1) copies of φb. Finally, since b 6∈ Bφ, we have φ 6= φb and hence we are done �
 (4) Let φ, θ ∈ Irred(A), ψ ∈ Irred(Bφ) and η ∈ Irred(Bθ).
 1. If φ 6∈ OB(θ) (the orbit of θ under the action of B on Irred(A)), then (φ× ψ)G 6=(θ × η)G.
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 2. If φ = θ and ψ 6= η, then (φ× ψ)G 6= (θ × η)G.
 Proof: We shall use Mackey’s result given by (25). Let K = ABφ and H = ABθ. Let{b1 = 1, b2, . . . , bs} be a set of Bφ-Bθ double coset representatives in B. We claim that{b1, . . . , bs} is also a set of K-H double coset representatives in G = A o B. Indeed,assume bi = (a1c1)bj(a2c2) where a1, a2 ∈ A, c1 ∈ Bφ, c2 ∈ Bθ. Since A � G, we can”move” the a’s to the left to get bi = ac1bjc2 where a = a1(c1bj)a2(c1bj)
 −1 ∈ A. Hence,a ∈ A ∩ B = {1} and bi = c1bjc2, i.e. BφbiBθ = BφbjBθ. Conversely, if bi = c1bjc2with c1 ∈ Bφ, c2 ∈ Bθ then clearly ABφbiABθ = ABφbjABθ, so the claim holds. Now for1 ≤ i ≤ s, note that K ∩ biHb−1
 i = ABφ ∩ A(biBφb−1i ) = ABi, where Bi = Bφ ∩ biBθb
 −1i .
 By (25), we have
 〈(φ× ψ)G, (θ × η)G〉 =
 s∑
 i=1
 〈(φ× ψ)|ABi, (θ × η)bi|ABi
 〉
 =s∑
 i=1
 1
 |ABi|∑
 a∈Ab∈Bi
 φ(a)ψ(b) · θbi(a)ηbi(b)
 =
 s∑
 i=1
 〈φ, θbi〉 · 〈ψ|Bi, ηbi|Bi
 〉.
 In case 1, the last sum is 0, since φ and θbi are distinct irreducible characters of A, ∀1 ≤i ≤ s. Hence 〈(φ× ψ)G, (θ × η)G〉 = 0 and (φ× ψ)G, (θ × η)G ∈ Irred(G) are distinct.In case 2, we have 〈φ, θbi〉 = 〈φ, φbi〉 = 0, unless bi ∈ Bφ, i.e. unless i = 1. But for i = 1,we have b1 = 1, B1 = Bφ and 〈ψ|B1
 , ηbi|Bi〉 = 〈ψ, η〉 = 0, since ψ 6= η. So, as in 1 above,
 〈(φ× ψ)G, (θ × η)G〉 = 0 and (φ× ψ)G 6= (θ × η)G �
 We conclude with the following theorem, which characterizes the irreducible character ofcertain semidirect products.
 Theorem 15: Let G = AoB with A�G and A – abelian. Let φ1, . . . , φm be a completeset of orbit representatives for the action of B on Irred(A) described in 1. For 1 ≤ i ≤ m,let Irred(Bφi
 ) = {ψij | 1 ≤ j ≤ mi}. Then
 Irred(G) = {(φi × ψij)G | 1 ≤ i ≤ m, 1 ≤ j ≤ mi}.
 Proof: By 3 and 4, the characters (φi × ψij)G are all irreducible and distinct. To provethey are all irreducibles of G, we verify that the sum of squares of their degrees is |G|.Indeed, note that |G : ABφi
 | = |AB|/|ABφi| = |B : Bφi
 | and (φi × ψij)G(1) = |B :
 Bφi| · (φi×ψij)(1) = |B : Bφi
 | ·ψij(1). Note also that |B : Bφi| = |OB(φi)| (the size of the
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 orbit of φi is the index of its stabilizer in B). Thus, we have
 ∑
 1≤i≤m1≤j≤mi
 [(φi × ψij)G(1)]2 =∑
 1≤i≤m1≤j≤mi
 |B : Bφi|2 · ψij(1)2 =
 m∑
 i=1
 (
 |B : Bφi|2 ·
 mi∑
 j=1
 ψij(1)2
 )
 =
 m∑
 i=1
 |B : Bφi|2 · |Bφi
 | = |B| ·m∑
 i=1
 |B : Bφi|
 = |B|m∑
 i=1
 |OB(φi)| = |B| · |Irred(A)| = |B| · |A| = |G| �
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