

	
		×
		

	




    
        
            
                
                    
                
            

            
                
                    
                    
                    
                        

                    
                

            

            
                            + All Categories
                                    Log in
                                            
                    English
                    
                        FrançaisEspañolDeutsch
                    

                

            

        

    




    
        
            Home >
            Documents >
            Bifurcations and phase transitions in ... -...
        

    






    
        
            
                Bifurcations and phase transitions in ... -...



                
                

                
                    	Date post:	10-Oct-2020
	Category:	
                                
                                    Documents

                                
                            
	Upload:	
                                
                                    others
                                
                            
	View:	2 times
	Download:	0 times


                


                
                

                

                
                                            Download
                                        Report this document
                

                Share this document with a friend

                
                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                    
                    
                        
                                
                            

                        

                    

                


                
                Embed Size (px):
                    344 x 292
429 x 357
514 x 422
599 x 487


                

                

                            

            

                




    
        
            
                

                
                
            

            
                
                1

15
                
            

            
                
                100%
Actual Size
Fit Width
Fit Height
Fit Page
Automatic


                
            

            
        

    


    
        
            
            
            
        

        
            

            

            
                
                 Match case
                 Limit results 1 per page
                

                
                

            

        

    

    
                    
    
        
        

        

        

        
        
            Journal of Theoretical Biology 243 (2006) 468–482 Bifurcations and phase transitions in spatially extended two-member hypercycles Josep Sardanye´s a , Ricard V. Sole´ a,b, a Complex Systems Lab (ICREA-UPF), Barcelona Biomedical Research Park ( PRBB-GRIB), Dr. Aiguader 88, 08003 Barcelona, Spain b Santa Fe Institute, 1399 Hyde Park Road, Santa Fe NM 87501, USA Received 31 August 2005; received in revised form 5 July 2006; accepted 17 July 2006 Available online 21 July 2006 Abstract Mounting theoretical and experimental evidence indicates that the success of molecular replicators is strongly tied to the local nature of their interactions. Local dispersal in a given spatial domain, particularly on surfaces, might strongly enhance the growth and selection of ﬁt molecules and their resistance to parasites. In this work the spatial dynamics of a simple hypercycle model consisting of two molecular species is analysed. In order to characterize it, both mean ﬁeld models and stochastic, spatially explicit approaches are considered. The mean ﬁeld approach predicts the presence of a saddle-node bifurcation separating a phase involving stable hypercycles from extinction, consistently with spatially explicit models, where an absorbing ﬁrst-order phase transition is shown to exist and diffusion is explicitly introduced. The saddle-node bifurcation is shown to leave a ghost in the phase plane. A metapopulation-based model is also developed in order to account for the observed phases when both diffusion and reaction are considered. The role of information and diffusion as well as the relevance of these phases and the underlying spatial structures are discussed, and their potential implications for the evolution of early replicators are outlined. r 2006 Elsevier Ltd. All rights reserved. Keywords: Hypercycles; Spatial replicator dynamics; Metapopulations; Bifurcations; Phase transitions 1. Introduction The hypercycle (Eigen and Schuster, 1979) is a catalytic network composed of self-replicating units, which are able to catalyse the replication of one other unit, altogether forming a closed loop (see Fig. 1)(Eigen and Schuster, 1979; Szathma´ry and Maynard Smith, 1997). This cycli- cally coupled array of self-replicative species has been considered as a possible molecular network of prebiotic replicators in the context of the origins of life and has also been suggested as an important step in the transition from inanimate to living chemistry (Lee et al., 1997a). Nowa- days, one naturally occurring hypercycle has been proved in a real system. Speciﬁcally, Eigen et al. (1991) showed the hypercyclic, i.e. autocatalytic, organization in a short growth phase of a coliphage DNA and its replicase machinery. The important selective and evolutionary properties of the hypercycle make such networks good candidates to explain key steps in prebiotic evolution. For instance, the entire hypercyclic population is able to compete more efﬁciently for existing resources than any one member on its own, and beneﬁcial mutations of any one member are spread over the whole system of replicators (Lee et al., 1997b). Moreover, hypercyclic organization allows the cooperative selection of competing replicators, ensuring the stability of large contents of information, not possible in non-catalytically coupled replicators, i.e. quasi-species (Eigen and Schuster, 1979; Nun˜o et al., 1993b). It is well known that the hypercyclic organization allows to avoid the so-called informational crisis caused by the error catastrophe (Eigen, 2002; Eigen and Schuster, 1979; Garcı´a-Tejedor et al., 1988; Sole´ and Goodwin, 2000; Stadler and Stadler, 2003; Szathma´ry and Maynard Smith, 1997). Essentially, for a given mutation rate m, error-prone replicators have a sharp limit to the information they can carry that can be maintained by natural selection (Swetina ARTICLE IN PRESS www.elsevier.com/locate/yjtbi 0022-5193/$ - see front matter r 2006 Elsevier Ltd. All rights reserved. doi:10.1016/j.jtbi.2006.07.014 Corresponding author. Tel.: +34 9331 60532; fax: +34 932213237. E-mail address: [email protected] (R.V. Sole´ ). 
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 Abstract
 Mounting theoretical and experimental evidence indicates that the success of molecular replicators is strongly tied to the local nature
 of their interactions. Local dispersal in a given spatial domain, particularly on surfaces, might strongly enhance the growth and selection
 of fit molecules and their resistance to parasites. In this work the spatial dynamics of a simple hypercycle model consisting of two
 molecular species is analysed. In order to characterize it, both mean field models and stochastic, spatially explicit approaches are
 considered. The mean field approach predicts the presence of a saddle-node bifurcation separating a phase involving stable hypercycles
 from extinction, consistently with spatially explicit models, where an absorbing first-order phase transition is shown to exist and diffusion
 is explicitly introduced. The saddle-node bifurcation is shown to leave a ghost in the phase plane. A metapopulation-based model is also
 developed in order to account for the observed phases when both diffusion and reaction are considered. The role of information and
 diffusion as well as the relevance of these phases and the underlying spatial structures are discussed, and their potential implications for
 the evolution of early replicators are outlined.
 r 2006 Elsevier Ltd. All rights reserved.
 Keywords: Hypercycles; Spatial replicator dynamics; Metapopulations; Bifurcations; Phase transitions
 1. Introduction
 The hypercycle (Eigen and Schuster, 1979) is a catalyticnetwork composed of self-replicating units, which are ableto catalyse the replication of one other unit, altogetherforming a closed loop (see Fig. 1) (Eigen and Schuster,1979; Szathmary and Maynard Smith, 1997). This cycli-cally coupled array of self-replicative species has beenconsidered as a possible molecular network of prebioticreplicators in the context of the origins of life and has alsobeen suggested as an important step in the transition frominanimate to living chemistry (Lee et al., 1997a). Nowa-days, one naturally occurring hypercycle has been provedin a real system. Specifically, Eigen et al. (1991) showed thehypercyclic, i.e. autocatalytic, organization in a shortgrowth phase of a coliphage DNA and its replicasemachinery. The important selective and evolutionary
 e front matter r 2006 Elsevier Ltd. All rights reserved.
 i.2006.07.014
 ing author. Tel.: +349331 60532; fax: +34 932213237.
 ess: [email protected] (R.V. Sole).
 properties of the hypercycle make such networks goodcandidates to explain key steps in prebiotic evolution. Forinstance, the entire hypercyclic population is able tocompete more efficiently for existing resources than anyone member on its own, and beneficial mutations of anyone member are spread over the whole system ofreplicators (Lee et al., 1997b). Moreover, hypercyclicorganization allows the cooperative selection of competingreplicators, ensuring the stability of large contents ofinformation, not possible in non-catalytically coupledreplicators, i.e. quasi-species (Eigen and Schuster, 1979;Nuno et al., 1993b).It is well known that the hypercyclic organization allows
 to avoid the so-called informational crisis caused by theerror catastrophe (Eigen, 2002; Eigen and Schuster, 1979;Garcıa-Tejedor et al., 1988; Sole and Goodwin, 2000;Stadler and Stadler, 2003; Szathmary and Maynard Smith,1997). Essentially, for a given mutation rate m, error-pronereplicators have a sharp limit to the information they cancarry that can be maintained by natural selection (Swetina
 www.elsevier.com/locate/yjtbi
 dx.doi.org/10.1016/j.jtbi.2006.07.014
 mailto:[email protected]
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 Fig. 1. Simple hypercycles: (a) two-member and (b) three-member
 catalytic networks. Catalytic interactions are represented with dashed
 arrows, curved solid arrows show replicator self-replicating activity.
 Hypercycles can become unstable due to so-called shortcuts or as a
 consequence of parasites, P, shown in (b) and indicated with dotted
 arrows.
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 and Schuster, 1982). In other words, if the sequence lengthof a replicator is n, then it has an upper limit to genomecomplexity given by nc�m�1. This actually means thatgenome length is not allowed to increase beyond nc unlessmechanisms of error correction are present. The hypercycleis able to avoid the error threshold transition: eachcomponent keeps itself under the critical size individuallybut the information of the whole system overcomes such alimitation.
 Although early models of these molecular assembliesignored spatial constraints in an explicit way, space hasbeen shown to be a key component. Specifically, the localnature of interactions that takes place in reality (wheresystems are far from well mixed) pervade the emergence ofnew types of phenomena, from spatial structures tocomplex dynamics (Bascompte and Sole, 1998). This isthe case at all scales, from complex ecosystems (Bascompteand Sole, 1995; Sole and Bascompte, 2006) to molecularecology (Breyer et al., 1998; Fuchslin and McCaskill, 2001;McCaskill, 1997). Space plays a key role in hypercycledynamics, and spatial models of hypercyclic organizationhave been explored (Boerlijst, 2000; Chacon and Moran,1993; Cronhjort, 1995; Cronhjort and Blomberg, 1994;Fontanari and Ferreira, 2002; Scheuring et al., 2002; Szaboet al., 2002). In this context, prebiotic chemical evolutioncould have begun on a surface-bonded autocatalyticchemical network (anionically bonded to positivelycharged mineral surfaces like pyrite) (Fontanari andFerreira, 2002; Smith and Szathmary, 2001; Wachtershau-ser, 1988). Surface-bonded chemical networks have kineticand thermodynamic advantages because thermodynamicequilibrium in a surface favors synthesis, not degradationas would occur in solution (Wachtershauser, 1988) (see alsoScheuring et al., 2002).
 In surface-bonded systems, unlikely molecular encoun-ters among hypercyclic replicators would be needed togenerate new replicators able to maintain the stability ofthe hypercycle, so reactants should be strongly bonded tothe surface but they should also be able to migrate laterallyon it. Previous studies on hypercycles have shown a richdiversity of behavioral patterns, both in mean field (Nuno,
 1993a,b; Rowe, 1997; Stadler and Stadler, 2003) andspatial dynamics (Boerlijst and Hogeweg, 1991; Cronhjort,2000; Cronhjort and Blomberg, 1994, 1997; Czaran andSzathmary, 2000; Fontanari and Ferreira, 2002; Garcıa-Tejedor et al., 1988). The simplest hypercycle is made up ofonly two catalytic members (Fig. 1a) and is likely to be theearlier example of these cooperative entities that mighthave emerged. The two-member hypercycle has beenexperimentally achieved with two self-replicating peptidessharing one common fragment (Lee et al., 1997b).Theoretical studies with such a hypercycle, i.e. two-member, have been mainly focused on the role of theerror-prone replication in the stability of this network(Nuno et al., 1993a,b).In order to fully characterize the possible domains of
 coexistence and extinction, here we analyse the two-member hypercycle from several theoretical approaches,emphasizing in the role of space in its dynamics. Mean fieldand cellular automata models are developed to gain insightinto the expected overall behavior, as well as into thestochastic and discrete dynamics of such a spatiallyextended hypercycle, respectively. At this level of analysis,each component of the hypercycle is limited to a moleculelacking any well-defined sequence. Two basic reactions areconsidered when space is not taken into account: reactionand degradation. The first one represents the second-order,cross-catalytic reaction, which involves two possible events:
 I1 þ I2 þ s�!k
 2I1 þ I2, (1)
 I1 þ I2 þ s�!Zkk
 I1 þ 2I2, (2)
 where k is the reaction rate. Here the two members of thehypercycle react and the catalytic interaction generates anew component from available monomers (labeled s). Notethat we represent the general case considering Zk. Thisconstant (with Zka1) indicates a different self-replicationrate among both replicators because of a differentinformational content. Reactions (1) and (2) unfoldhyperbolic growth (Eigen and Schuster, 1979; Szathmaryand Maynard Smith, 1997) that reaches infinite speciesconcentration in finite time, so we need to define apopulation constraint in order to impose a dilution flux(although it is also possible to implement a reaction ofhydrolysis to limit the growth of replicators, Fontanari andFerreira, 2002). The second basic reaction representsmolecular decay due to hydrolysis, according to
 I1�!�
 s, (3)
 I2�!Z��
 s, (4)
 � being the decay rate. Here we also use a constant, Z�,indicating that the second replicator might have differentdecay properties. Such differences would be the result ofdifferent information for both hypercycle species.It has been suggested that the dynamics of a catalytic
 network is, at least in part, determined by its graph
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 structure (Stadler and Stadler, 2003). Hypercycles arestable against dynamical perturbations but they areunstable against structural perturbations of the network.The structural perturbations that may lead to dynamicalinstabilities in hypercycles are given by ‘‘shortcuts’’ andparasites (e.g. selfish replicators) (Cronhjort and Blomberg,1997; Eigen and Schuster, 1979; Stadler and Stadler, 2003).We underline that the two-member hypercycle can act as aswitch making such ‘‘shortcuts’’ in larger hypercycles. InFig. 1b we show a possible catalytic change causing such ashort-cut.
 2. Non-spatial dynamics
 The first step in our analysis is to summarize thequalitative features displayed by the two-member hyper-cycle without spatial degrees of freedom. This case thuscorresponds to a well-mixed population of hypercycles.A simple mean field model for such a system can be definedin terms of two coupled differential equations, given by thedynamical system:
 dx1
 dt¼ Fð1Þm ð~xÞ ¼ kCðx1;x2Þ � �x1, (5)
 dx2
 dt¼ Fð2Þm ð~xÞ ¼ ZkkCðx1;x2Þ � Z��x2. (6)
 Here x1;2 is the concentration of molecule I1;2; k and �represent chemical formation and decay rates, respectively.Constants Zk and Z� indicate, as previously mentioned, thedegree of assymetry among both molecules, which mightcontain different genetic information responsible fordifferent kinetic properties. Obviously, the case Zk ¼ Z� ¼1 would represent the symmetric hypercycle, in which bothspecies are indistinguishable. The coupling between the twospecies is given by the function
 Cð~xÞ ¼ x1x2 1�x1 þ x2
 c0
 � �, (7)
 c0 being the carrying capacity (hereafter c0 ¼ 1).The properties of the previous model are easily
 determined by using linear stability analysis of the fixedpoints. It is not difficult to see that three fixed points arepresent. These include the trivial one ðx�1 ¼ 0; x�2 ¼ 0Þ, andtwo additional points ððZ�=ZkÞG�;G�Þ, with
 G� ¼1
 2x1�
 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi1�
 4�xk
 r" #, (8)
 here with x � 1þ Z�=Zk. For the simplest non-trivial casegiven by the symmetric two-member hypercycle, x ¼ 2, andthus these fixed points become
 x�ð1Þ� ¼ x
 �ð2Þ� ¼
 1
 41�
 ffiffiffiffiffiffiffiffiffiffiffiffiffi1�
 8�
 k
 r" #. (9)
 Note that both fixed points ððZ�=ZkÞG�;G�Þ do not exist if�4k=4x, so above the threshold, i.e. bifurcation point, �c ¼
 k=4x only the trivial fixed point exists in phase space. Sucha critical decay rate for the symmetric case is �c ¼ k=8. Thestability of the three fixed points is determined from theeigenvalues of the Jacobi matrix
 Lm ¼
 qFð1Þm ð~xÞ
 qx1
 qFð1Þm ð~xÞ
 qx2
 qFð2Þm ð~xÞ
 qx1
 qFð2Þm ð~xÞ
 qx2
 0BBBB@
 1CCCCA. (10)
 For our system, it is given
 Lm ¼f 1 � � f 2
 Zkf 1 Zkf 2 � Z��
 !, (11)
 where f i ¼ kxjð1� S � xiÞ with ði; j ¼ 1; 2; iajÞ andðS � x1 þ x2Þ. Now from the eigenvalues we determinethe stability of the fixed points. For the fixed point ð0; 0Þ,we have
 Lmð0Þ ¼��� l 0
 0 �Z��� l
 !, (12)
 which gives two negative eigenvalues i.e. l1 ¼ �� andl2 ¼ �Z��, so this point is negative and thus always stable,representing the extinction attractor in phase space. Herean initial condition starting in the close surrounding ofsuch a point will drive to the extinction of both replicators:a minimum initial concentration is needed in order tomaintain this hypercycle. For the other two fixed pointsðC�Þ, we have
 LmðG�;G�Þ ¼a� � a
 Zka Zka� Z��
 !, (13)
 with a � kG� � ð1þ 2ðZ�=ZkÞÞkG2�. If Z� ¼ Zk ¼ 1 (the
 symmetric case), we have a ¼ kG� � 3kG2�. Here the
 eigenvalues are given by l�ðC�Þ ¼ ��, and lþðC�Þ ¼2a� �, with
 lþðG�Þ ¼ �k
 41þ
 ffiffiffiffiffiffiffiffiffiffiffiffiffi1�
 8�
 k
 r !þ 2�, (14)
 lþðCþÞ being negative and lþðC�Þ positive, indicating thatboth fixed points ðCþÞ and ðC�Þ are, respectively, a stablenode and a saddle. The stability of the fixed points for theasymmetric hypercycle is, as shown below, equivalent tothe invariant states for the symmetric case.The qualitative behavior exhibited by the hypercycle is
 summarized in Fig. 2, where phase portraits obtainedsolving Eqs. (5)–(6) numerically are represented. For thesymmetric case (i.e. Zk ¼ Z� ¼ 1), and with �o�c (Figs. 2aand b), trajectories flow toward both stable fixed points,depending on the initial condition. The saddle-node isfound in between these stable fixed points. Here, the
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 Fig. 2. Phase portraits for both symmetric and asymmetric hypercycles. For the symmetric case: (a) � ¼ 0:05 and k ¼ 0:8; (b) � ¼ 0:09 and k ¼ 0:8; (c)� ¼ 0:06 and k ¼ 0:4; and (d) � ¼ 0:13 and k ¼ 1. And for the asymmetric case: k ¼ 0:8, Zk ¼ 2, Z� ¼ 0:5 and (a) � ¼ 0:1, (b) � ¼ 0:15, (c) � ¼ 0:16005, and(d) � ¼ 0:161. In both cases and from (a) to (d), the saddle-node and the coexistence node approach each other until a saddle-node bifurcation occurs, then
 both fixed points coalesce and all the flow is sucked into the extinction attractor. The bifurcation leaves a remnant saddle, i.e. ghost, in the phase plane. The
 arrows indicate the direction of the flow.
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 Fig. 3. Bifurcation diagram for the symmetric (thin lines) and asymmetric
 (thick lines with Zk ¼ 2 and Z� ¼ 0:5) two-member hypercycle, by using the
 decay rate, �, as control parameter with k ¼ 1. The vertical axis indicates the
 equilibria for the fixed points of the hypercycle. In the asymmetric case,
 each member of the hypercycle has a different invariant concentration
 value. Here the higher values are achieved by the second member of the
 network. The solid lines indicate the stable equilibria given, for the
 symmetric hypercycle, by the stable fixed point ðCþÞ and by ððZ�=ZkÞGþ;GþÞfor the asymmetric one. Dashed lines correspond to the non-stable point
 according to ðC�Þ and to ððZ�=ZkÞG�;G�Þ. As � increases, both equilibria
 approach until �c, beyond which a saddle-node bifurcation takes place.
 J. Sardanyes, R.V. Sole / Journal of Theoretical Biology 243 (2006) 468–482 471
 coexistence node has a wide basin of attraction and lowconcentration values for I1 and I2 as initial conditions fallinto the extinction fixed point (x�1 ¼ 0, x�2 ¼ 0). Note thatthe increase in the decay rate involves the motion of thecoexistence stable node toward the saddle-node, reducingits basin of attraction, while the extinction basin ofattraction increases. When the decay rate exceeds thebifurcation point all the flow in phase space move towardthe extinction point (x�1 ¼ 0, x�2 ¼ 0), which becomesglobally stable due to a saddle-node bifurcation (Figs. 2cand d with �4�c). The flows for the asymmetric hypercyclealso show the same qualitative behavior. Note that theasymmetry does not change the stability of the fixed points.Below the bifurcation point we find a stable coexistencepoint and the stable extinction attractor, which areseparated by the saddle. Here the second species achieveshigher asymptotic concentration values for the coexistencefixed point because its self-replication and decay rates are,respectively, higher and lower (see Fig. 2 for details).
 It is possible that two fixed points that have annihilatedeach other continue, by means of the so-called ghost,influencing the flow sucking trajectories and delaying thembefore allowing the movement to the other fixed point(Strogatz, 2000; Strogatz and Westervelt, 1989). The‘‘apparition’’ of a saddle-node ghost is shown in thedynamics of Eqs. (5)–(6) (see Figs. 2c, d). Some trajectoriesflow and are exponentially damped to a region placed faraway from the attractor point ðx�1 ¼ 0; x�2 ¼ 0Þ beforeflowing to such a point. In Fig. 3 we show the bifurcationdiagram for both symmetric and asymmetric hypercycles.
 Here the crossing of the bifurcation point, �c � k=4x,involves the coalescence of the coexistence stable node andthe saddle.
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 3. Spatial models
 In this section we analyse the dynamics of the two-member hypercycle by considering spatial degrees offreedom. In our study we differentiate between two typesof diffusion. The first one is the diffusion of newreplicators, which happens after the interaction betweenboth members of the hypercycle. Here such an interactiongenerates a new replicator that can, at rate d, stick on aneighboring cell. However, this new molecule can alsoleave the system with probability ð1� dÞ, because ofexternal stochastic fluctuations. The other type of diffusionis associated with a random and local movement of thehypercyclic replicators through the spatial domain.
 Firstly, a general, one-dimensional mean field modelconsidering diffusion d is used in Section 3.1. In Section 3.2we also explore either the symmetric and asymmetricnetworks now considering space explicitly, using stochasticcellular automata (CA) models (Ilachinsky, 2002). Speci-fically, we study the dynamics of such a hypercycleextended in both one-dimensional and two-dimensionalspaces by defining appropriate microscopic rules.
 3.1. Mean field model
 Let us first introduce a simple mean field modeldescribing the dynamics of an asymmetric two-memberhypercycle and considering diffusion linked to replication(d), which can be represented with the next one-dimen-sional discrete equation:
 rtþ1 ¼ rt þ R½rt; Zk; k; d; q� � E½rt; Z�; ��, (15)
 where rt is the overall density of replicators at a given timestep t. The term R in the right-hand side includes all theevents associated with reaction dynamics, where k, d and q
 are the reaction rate, diffusion due to replication and thenumber of nearest neighbors, respectively. On the otherhand, the term E introduces a molecular decay because ofspontaneous hydrolysis, � being the decay rate. We takez ¼ kdq as the effective reaction rate. A continuousapproximation to Eq. (15) can be obtained according to
 rtþ1 � rt �drððR;mÞ;Eðm0ÞÞ
 dt, (16)
 m and m0 being the sets of parameters for both reaction anddecay terms, respectively. Here _rðRðmÞ;Eðm0ÞÞ is derivedfrom Eqs. (5) and (6). From such equations, now with r1 �x1 and r2 � x2, we can obtain a closed approximateexpression for the total population r � r1 þ r2, thushaving
 drdt¼ kð1þ ZkÞð1� rÞr1r2 � �ðr1 þ Z�r2Þ. (17)
 Assuming that the system ðr1;r2Þ is close to the directiondefined by the line
 r1 ¼Z�Zk
 r2, (18)
 which corresponds to the one defined by the eigenvectorassociated with the fixed point ððZ�=ZkÞGþ;GþÞ describedbefore, using (18) and r � r1 þ r2, we can show that
 r1 ¼ r�rY
 (19)
 and
 r2 ¼rY, (20)
 where Y � ðZ�=ZkÞ þ 1. The resulting one-dimensionalmodel, including the effective reaction rate, z, is given by
 drdt¼ zð1þ ZkÞð1� rÞ
 rYL� � Lþ Z�
 rY
 h i, (21)
 with
 L ¼ r�rY
 � �. (22)
 The set of equilibrium points for Eq. (21) is given byPm ¼ fr� 2 Rþjð0; r�þ;r
 ��Þg, with
 r�� ¼1
 2½1�
 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi1� 4Op
 �,
 where
 O ¼�oY2
 zð1þ ZkÞðY� 1Þ
 and
 o ¼ 1�1
 Yþ Z�
 1
 Y. (23)
 From the fixed points r�� the critical decay rate, i.e.bifurcation point, is defined to be
 �c ¼zð1þ ZkÞðY� 1Þ
 4oY2. (24)
 Such a bifurcation point for the symmetric hypercycle(with Zk ¼ Z� ¼ 1, Y ¼ 2 and o ¼ 1) is given by�c ¼ kdq=8.Let us now analyse the stability of the fixed points of Eq.
 (21) for the symmetric case, in which the dynamical systemis given by
 drdt¼ 2z
 r2
 � �2ð1� rÞ � �r, (25)
 where the reaction term is according to 2zðr=2Þ2ð1� rÞ.This term indicates that, at a rate z, empty sites (here withprobability ð1� rÞ) are occupied provided two different(but indistinguishable) molecules meet together (withprobability ðr=2Þ2). Thus Eq. (24) can be written as
 drdt¼ f m ¼ r2ð1� rÞ �
 2�
 zr. (26)
 Using linear stability analysis we have
 lm ¼df m
 dr¼ rð2� 3rÞ � a, (27)
 where a ¼ 2�=z. It is easy to show that for lmðr� ¼ 0Þ ¼ �a,lmo0, thus the fixed point ð0Þ is always stable. We now
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 analyse the stability of the non-trivial fixed points fr�þ;r��g.
 For both points we have
 lmðr��Þ ¼12ð1� bÞð2� 3
 2ð1� bÞÞ � a. (28)
 Here b ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffi1� 4ap
 . It can be shown that below the criticalcondition i.e. ao 1
 4, lmðr�þÞo0 and lmðr��Þ40, so both fixed
 points are stable and unstable, respectively.The bifurcation scenario of this one-dimensional model
 is shown in Fig. 4A. We specifically represent four differentscenarios for the symmetric hypercycle with increasingvalues of d, and for two different values of q. Here, it isshown that the increase in both diffusion and the numberof neighbors involves a higher critical decay rate, becomingthe hypercycle more resistant to hydrolysis. In this diagramwe also show two cases corresponding to the asymmetricnetwork (with thick lines and Zk ¼ 2 and Z� ¼ 0:5), whichare shown to have a higher critical decay value than thesymmetric case with the same parameters. Here thebifurcation point is also displaced to higher values atincreasing diffusion d (see Fig. 4A for details).
 In Fig. 4B we show the time evolution of the totalpopulation for two different diffusion values and for thecases corresponding to q ¼ 4 and 8. Here, as previouslymentioned, it is shown that diffusion as well as the spatialavailability during replication (i.e. number of neighbors)provides stability to the hypercycle. Such a stability isincreased by the asymmetric network, which is shown toachieve higher stationary concentration values (see Fig. 4B
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 Fig. 4. (A) Equilibria values for the one-dimensional mean field model Eq. (21
 one r�� (dashed line). Here (a) d ¼ 0:5 and q ¼ 4; (b) d ¼ 0:5 and q ¼ 8; (c) d ¼respectively, to the symmetric and asymmetric hypercycle (with Zk ¼ 2 and Z�d ¼ 0:25; (ii) d ¼ 0:75. Here fine and thick lines also indicate, respectively, the
 q ¼ 4 and q ¼ 8, respectively. In (C) and (D) we display two parameter spaces
 here the asymmetry reduces the extinction region in both parameter spaces.
 for details). We finally represent in Figs. 4C and D, theparameter space plotting � and k against d for bothsymmetric and asymmetric hypercycles. Note that in theasymmetric networks the extinction region is reduced. Inthe ðk; dÞ space a hyperbolic critical line separates the twobasic phases involving coexistence and extinction.
 3.2. Stochastic cellular automata
 A first approach to the dynamics of the spatiallyextended two-member hypercycle is obtained by develop-ing a stochastic one-dimensional CA. The two-dimensionalimplementation on a surface is also considered for bothsymmetric and asymmetric networks. The spatial analysesfor the asymmetric hypercycle allows to focus on the effectof both diffusion and information for these spatiallyextended hypercycles. The approaches for the symmetriccase can also be applied to characterize the spatialdynamics of a single autocatalytic replicator. The statetransition rules used in both CAs are implemented asfollows:
 1.
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 Catalytic self-replication (Fig. 5(ii)): If the cell containsboth hypercycle members, one of them (randomly chosen)will replicate, with reaction probability k (for I1) or withZkk 2 ð0; 1Þ (for I2) and diffuse, with probability d, to aneighboring site only if such a neighbor does not containthe same replicator species.
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 :5). (B) Time series for the total population with k ¼ 1, � ¼ 0:2 and (i)
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 diffusion (D)
 (iii)
 (i) +reaction
 (i)(iii)
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 decay
 diffusion (D)
 reaction+
 diffusion(δ)
 (δ)
 (a) (b)
 Fig. 5. Processes implemented in both (a) one-dimensional and (b) two-dimensional spatial models. Here we exemplify, from (i), replication (ii), decay (iii)
 and diffusion (iv) of hypercycle members. Here the new molecule generated from the interaction of both hypercyclic replicators can occupy an empty
 neighbor site through a diffusive process. We also consider local diffusion of replicators, where both hypercycle members can move independently and
 randomly to neighboring cells.
 Fig. 6. Space–time diagram in the one-dimensional cellular automaton for the symmetric (i.e. Zk ¼ Z� ¼ 1) two-member hypercycle. Space goes left–right
 and time goes top–down. Here three possible states are shown: empty cells (white), cells occupied by a single molecule (gray) or by both members of the
 hypercycle (black), respectively. The first row shows three different runs with k ¼ 1, d ¼ 1 and (from left to right): � ¼ 0:02, � ¼ 0:06 and � ¼ 0:09. Thesecond row represents the evolution of both hypercyclic replicators with k ¼ 1, � ¼ 0:03 and (from left to right): d ¼ 0:25, d ¼ 0:5 and d ¼ 0:75.
 J. Sardanyes, R.V. Sole / Journal of Theoretical Biology 243 (2006) 468–482474
 2.
 Molecular decay (Fig. 5(iii)): The first and the secondhypercycle members decay, respectively, with probabil-ities � and Z�� 2 ð0; 1Þ, leaving empty space in the cells. 3.
 Local diffusion (Fig. 5 (iv)): I1 and I2 move indepen-dently to random neighbors with diffusion probabilityD1 and D2, respectively, provided the neighbor site does
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 Fig. 7. Same as Fig. 6, now with k ¼ 0:8, d ¼ 1, � ¼ 0:08 and with (a)
 D ¼ 0:1, (b) D ¼ 0:3, (c) D ¼ 0:5, (d) D ¼ 0:7. By increasing diffusion, the
 hypercycle is able to achieve persistence.
 J. Sardanyes, R.V. Sole / Journal of Theoretical Biology 243 (2006) 468–482 475
 not contain the diffusing replicator. We assume thatD1 ¼ D2 � D, thus the asymmetry of the hypercycledoes not involve different diffusion properties.
 In the one-dimensional CA the state space is a row of L
 cells with periodic boundary conditions. We assume that allcells contain the molecular building blocks, s, necessary forthe synthesis of new replicators. Transition rules 1 and 2are applied synchronously while 3 is applied asynchro-nously, taking L cells at random at each generation. Here,initial conditions are set by inoculating both hypercyclemembers at random. Our computational approach allowsto study the space–time evolution only considering diffu-sion d (i.e. D ¼ 0). Both extinction and persistence phases,previously characterized, are shown in Fig. 6 for thesymmetric hypercycle. Here (first row) the extinction phaseis achieved by increasing decay probabilities. It is alsoshown (second row) that diffusion d provides a source ofstability to the hypercycle. Fig. 7 also shows the space–timediagram, now considering diffusion D (with d ¼ 1). Herethe random movement of replicators plays a positive roleallowing the persistence of both replicators. Hence, thephase change (from extinction to persistence) can beachieved by increasing D.
 The study of the asymmetric hypercycle in the one-dimensional space also reveals the positive effect of bothdiffusion processes (see Fig. 8 for details). The presence ofa critical decay rate responsible for the jump betweencoexistence to extinction phases allows to interpret such achange as a standard absorbing-state phase transition. Thisis a class of nonequilibrium transition in which the systemcrosses from an active to an absorbing phase, by thevariation of a control parameter. Once the absorbing phaseis achieved, the system remains in such a phase forever,with no possibility to escape (Marro and Dickman, 1999).
 The relevant interest in surface-bonded chemical dy-namics (Wachtershauser, 1988) has been an importantissue of research in prebiotic evolution (Cronhjort andBlomberg, 1994, 1997; Fontanari and Ferreira, 2002;Scheuring et al., 2002). Hence, the previous observationsare extended to a surface by using a two-dimensional CA.The automaton rules now work on a L� L lattice withperiodic boundary conditions. Here we use a Mooreneighborhood (i.e. eight nearest neighbors) and as initialconditions both hypercycle members are randomly inocu-lated over the lattice. This automaton is asynchronous: ateach generation, t, we choose L� L random cells to ensurethat on average each site is updated once per generation.The above-mentioned described state-transition rules areapplied to these cells.
 The computational explorations reveal two differentphases, as predicted by our previous mean field analysis:either I1 and I2 stable populations or extinction. Thechange among phases is governed by a first-order phasetransition. Fig. 9 shows this phase transition for thesymmetric case, by plotting the normalized population ofI1 replicators at increasing � probabilities. The critical
 decay probability with k ¼ 1, d ¼ 1 and D ¼ 0 is found at�c � 0:12. In the inset we also show the parameter spacebuilt up by plotting I1 density against k and d. Here themovement of the new replicator molecules caused by theinteraction of the hypercyclic members plays a positive roleon hypercycle persistence. The numerical results fit thequalitative prediction shown in Fig. 4, with a hyperbolicrelation between d and k. In Fig. 10 we also show the phasetransition now considering diffusion D. Here the localmovement of replicators displaces the critical decayprobability to �c � 0:15, showing that diffusion D providesstability to the hypercycle, as we had pointed out in theone-dimensional CA. The inset shows the correspondingtime series above (Figs. 10a–c) and below (Figs. 10d–f) �c.It is clearly shown that below �c, increasing � probabilitiesdecrease the stationary populational levels.
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 Fig. 8. Spatiotemporal dynamics for the asymmetric hypercycle in the one-dimensional space with k ¼ 1, Zk ¼ 1, Z� ¼14and L ¼ 100. We show two
 different cases with D ¼ 0 (up) and d ¼ 1 (down); here as initial conditions all cells are inoculated with both species. In the upper case, the space–time
 diagrams correspond to both hypercycle members with d ¼ 0:2 (left) and d ¼ 0:35 (right). In the right-hand side we show the time evolution for these two
 cases (from left to right: first four trajectories with dotted lines) and for two more runs with d ¼ 0:6 and d ¼ 1, represented with thin lines (indicating
 higher density values). We also show the same results now fixing d ¼ 1, and tunning lateral diffusion. Here the space–time diagrams are obtained for both
 species with D ¼ 0:2 (left) and D ¼ 0:5 (right). The time series also shows these two cases (from left to right: first four trajectories with dotted lines), and
 two more runs with D ¼ 0:75 and D ¼ 1 (thin lines). The increase of both d and D involves the persistence of the hypercycle.
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 D ¼ 0) and with k ¼ 1, d ¼ 1 and L ¼ 128. Each data point is the mean
 taken over 10 replicas of the population value at the end of simulations
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 Fig. 10. Same as Fig. 9 now with D ¼ 1. Here the critical point for the
 symmetric hypercycle is at �c � 0:15. Beyond such a point the hypercycle is
 unable to persist. The insets show the time evolution for I1 above (up-
 right) and below (left-down) the critical decay: (a) � ¼ 0:15, (b) � ¼ 0:155,(c) � ¼ 0:16; and (d) � ¼ 0:025, (e) � ¼ 0:075 and (f) � ¼ 0:125.
 J. Sardanyes, R.V. Sole / Journal of Theoretical Biology 243 (2006) 468–482476
 In Fig. 11 we show the spatial patterns for the symmetricnetwork associated with the extinction phase with k ¼ 1,d ¼ 1 and � ¼ 0:1479. The time evolution for both
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 Fig. 11. Spatiotemporal evolution of both hypercycle members in the two-dimensional stochastic CA (here extended on a lattice with L ¼ 128) with k ¼ 1,
 d ¼ 1, D ¼ 1, � ¼ 0:1479. Main time series represents I1 time evolution and inside the plot we show an enlarged view with both hypercycle members (I1:
 thick line and I2: thin line) time evolution. Arrows indicate I1 and I2 spatial patterns at (a) the beginning of the simulation, and at (from (b) to (g))
 t ¼ 2000, t ¼ 5500, t ¼ 6000, t ¼ 6500, t ¼ 7000 and t ¼ 7500 generations, respectively. The extinction phase is associated with the presence of an
 absorbing state.
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 Fig. 12. Population of I1 replicators (z-axis) with d ¼ 1 after t ¼ 5� 103 generations on lattices of size L ¼ 128: (a) decay–diffusion space with k ¼ 1, (b)
 decay–reaction space with D ¼ 1 and (c) reaction–diffusion space with � ¼ 0:075. Diffusion of replicators (D) through the lattice provides the two-member
 hypercycle with stability.
 J. Sardanyes, R.V. Sole / Journal of Theoretical Biology 243 (2006) 468–482 477
 hypercycle species is characterized by a first transient phaseof small random fluctuations before the extinction of thehypercycle. Fig. 11 also shows I1 time series (main plot)and an enlarged view with the time dynamics of bothhypercycle members. Note that such an evolution is highlycoupled, with both members of the hypercycle displayingquasi-identical occupied regions. The absorbing state ischaracterized by the presence of empty spots that growdriving the system toward extinction. The role of theparameters involved in this CA is displayed in Fig. 12,
 where the two phases of the hypercycle are found.As previously mentioned, the diffusion of replicators(D) provides the hypercycle with stability, as shown inFigs. 12a and c.Up to now we have analysed the interplay between
 reaction and diffusion starting our simulations with arandom distribution of replicators. However, it is interest-ing to see how diffusion affects the asymptotic dynamics ofthe hypercyclic members when considering low densities ofreplicator molecules as initial conditions (as mentioned in
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 Fig. 13. Hypercycle survival probability with d ¼ 1, k ¼ 1, � ¼ 0:075 and
 L ¼ 32, as a function of diffusion probability, D. We show five cases with
 five different and increasing initial conditions with (from down to top) 2,
 4, 6, 8 and 10 cells inoculated with both replicators I1 and I2. Data points
 represent, in each case, the percentage of runs (averaging over 500
 replicas) able to survive and self-maintain in time (considering I1replicator density after 5� 103 time steps).
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 Fig. 14. Same as Fig. 9 with d ¼ 1 and k ¼ 1. Three different cases are
 shown: (i) as a reference we display the mean equilibria population values
 for I1 for the symmetric case with D ¼ 0 (triangles); (ii) the asymmetric
 hypercycle also with D ¼ 0 (white circles) and (iii) with D ¼ 1 (black
 circles), both with Zk ¼ 1 and Z� ¼14. Note that with maximum diffusion
 the critical decay rate is higher, thus the system becomes more resistant to
 hydrolysis. Vertical dotted lines indicate the critical decay values predicted
 by the mean field model of Section 2 for the same parameter values used in
 the simulations for both symmetric (left) and asymmetric networks (right).
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 Fig. 15. Spatiotemporal dynamics for the asymmetric hypercycle with
 d ¼ 1, k ¼ 1, Zk ¼ 1, � ¼ 0:1945 and Z� ¼14. In this case the critical decay
 rate predicted by the mean field model is �c ¼ 0:2. The upper two
 trajectories display the time survival of both hypercycle replicators with
 D ¼ 1. On the contrary, both members become extinct with D ¼ 0. The
 inset shows (for the same parameter values as in the time series except for
 � � 0:249) the percentage of hypercycle survival (in black) averaged over
 the final density values of 300 runs after t ¼ 104 generations, for (A)
 D ¼ 0 and (B) D ¼ 0:95. Note that with such a decay probability all the
 runs in (A) become extinct, while in (B) a 75% survive. The spatial
 patterns correspond to the extinction time trajectories (i.e. D ¼ 0)
 obtained at (a) 500, (b) 2000, (c) 8000 and (d) 11500 iterations.
 J. Sardanyes, R.V. Sole / Journal of Theoretical Biology 243 (2006) 468–482478
 Section 2, a minimum initial condition is needed tomaintain the hypercycle). In order to explore this pointwe analyse the behavior of the symmetric system in thetwo-dimensional stochastic cellular automaton. In Fig. 13we show the hypercycle survival probability as a functionof diffusion (here considered as control parameter) byconsidering five low-population initial conditions: weinoculate, in the middle of a lattice of size L ¼ 32, small
 blobs of replicators I1 and I2. A monotonous decay isfound, as seen from the exponential fitting used asorientation (continuous lines). Note that for very lowdensities, diffusion plays a negative role in survival.However, this effect decreases as we increase the initialdensities, where the hyperbolic growth of the replicatorsallows high survival probabilities (see Fig. 13 for details).In Fig. 14 we represent the first-order phase transition
 and the critical extinction point obtained for the asym-metric hypercycle. As shown for the symmetric case, lateraldiffusion plays an important role. Here the critical decayrate without diffusion is placed at �cðD ¼ 0Þ � 0:2; how-ever, with maximum diffusion probability such a value is�cðD ¼ 1Þ � 0:25 (see Fig. 14 for details). Note that thepopulation equilibria of the fittest species, i.e. I2, is placedabove the equilibria for the first hypercycle species.The dynamics of both survival and extinction phases forthe asymmetric network are shown in Fig. 15. In the
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 Fig. 16. Concentration time evolution for x (solid thin line), y (dotted
 line) and z (solid thick line), from three different initial conditions. The
 trajectories characterize both phases of the two-member hypercycle: (a)
 the phase of stability with e ¼ 0:05, r ¼ 1 and D ¼ 1; and (b) the
 extinction phase, increasing the decay rate and decreasing replication, with
 e ¼ 0:15, r ¼ 0:7 and D ¼ 1.
 J. Sardanyes, R.V. Sole / Journal of Theoretical Biology 243 (2006) 468–482 479
 persistence scenario the second member of the hypercycle(the decay rate of which is lower because of the asymmetry)achieves higher stationary density values, while the firstone undergoes a lower stationary density. As shown inthe symmetric case, local diffusion plays a positive role inthe maintenance of the network. Fig. 15 clearly shows thecrucial effect of diffusion, D. Here a decay value very nearthe bifurcation point predicted by the mean field model isused. It is shown that the asymmetric hypercycle persistswhen diffusion probability is maximum. On the contrary,with D ¼ 0, both hypercycle members extinct (see Fig. 15for details). Note that the spatial patterns show that, as inthe symmetric case (see Fig. 11), the spatial distribution ofboth hypercycle species is quasi-identical, with a more densepattern for the fittest, i.e. second, species of the network.
 4. Metapopulation hypercycle model
 In order to analytically define the previous stochasticmodel for the symmetric hypercycle we need to considerboth replication and diffusion processes. This means toeither explore a continuous, Turing-like approach orinstead properly define the discrete rules of interaction.Although the introduction of diffusion might be a difficulttask (Fontanari and Ferreira, 2002), here we show thatsuch a model can be derived from a metapopulationapproach (Bascompte and Sole, 1998; Hanski, 1999).Actually, as far as we know, this is the first time an explicitdiscrete model allows a mean field treatment of diffusionon a metapopulation context.
 Our metapopulation model considers the symmetric two-member hypercycle in a scenario with an infinite number ofcompartments without explicitly taking into account localspatial interactions. Here, each compartment (patch in themetapopulation jargon) can be empty or occupied by oneor by two replicators. The normalized frequency for suchpatches is indicated with the variables x, y and z,respectively. Such a framework, as shown below, allowsto properly define reactions and diffusion in a commonsetup. Hence, transitions between compartments are givenby the next set of reactions:
 y�!e
 x, (29)
 z�!e2
 x, (30)
 z�!e
 y, (31)
 zþ xþ s�!r
 zþ y, (32)
 zþ x #D�1
 D1
 2y, (33)
 zþ yþ s�!r
 2z, (34)
 where e and r represent decay and replication rates,respectively; D1 and D�1 are the diffusion rates attending
 a bidirectional diffusion process (we assume that D1 ¼
 D�1 � D).Here we also assume that I1 and I2 are kinetically
 equivalent but nevertheless distinguishable. Thus whenreplication or diffusion of replicators takes place, themoving replicator will occupy a compartment alreadyoccupied by one replicator (y) with probability 1
 2, thus
 maintaining the condition that a replicator cannot fill aneighboring site containing the same type of molecule.Compartment dynamics, assuming the constraint xþ yþ
 z ¼ 1, is given by the next set of ordinary differentialequations:
 _x ¼ eyþ e2z� rzx�Dzxþ 12
 Dy2, (35)
 _y ¼ rzxþ 2Dzx� ey�Dy2 � 12
 rzyþ ez, (36)
 _z ¼ 12
 rzy�Dzx� e2zþ 12
 Dy2 � ez. (37)
 The dynamics of the three classes of patches isnumerically obtained solving Eqs. (35)–(37) using thestandard Euler method (with a constant time stepsizedt ¼ 10�3). Here the stable and the extinction phases arealso found, as well as the bifurcation scenario seen inSection 2. In Fig. 16 we represent, for three different initialconditions, the time evolution for all the compartments.
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 Specifically, two scenarios are considered: the phase werethe hypercycle persists (Fig. 16a); and the extinction phasewere the empty compartment concentration x becomesmaximum (Fig. 16b). Note that in the persistence phase theempty compartment, x, goes down to zero while theconcentration for both y and z compartments reaches anon-trivial steady state. On the contrary, with theextinction phase, the empty compartment achieves themaximum concentration, i.e. x ¼ 1, while the concentra-tion for the other two compartments becomes zero.
 Phase portraits (Fig. 17) show the qualitative behaviorinvolved in the persistence and in the extinction scenariosin this metapopulation approach. The fixed points,associated with persistence and extinction are given bytwo stable nodes (black circles), with a saddle-node inbetween. In Figs. 17a–c these three fixed points are homo-
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 Fig. 17. Flow in phase space with e ¼ 0:125, D ¼ 1 and (a) r ¼ 1, (b) r ¼
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 k ¼ 1, d ¼ 1 and D ¼ 1. But the positive role of diffusion inthe persistence of both replicators seen in the stochasticapproaches is not reflected here (Figs. 18a and c), standingout the importance of local interactions in the explicitspace.
 5. Discussion
 Space has played a key role in canalizing the evolutionand selection of early replicators and is likely to beimportant in future, experimental synthesis of self-replicat-ing molecules. Understanding the nature of transitionsbetween different behavioral patterns is a relevant step indefining the potential scenarios where these replicatorsmight successfully persist and evolve. In the present workwe develop several models in order to analyse the dynamicsof two-member hypercycles. The continuous, non-spatialdynamical system (Section 2) shows the existence of acritical decay rate below which three fixed points are shownto exist: two stable points and a saddle-node. The stablepoints are the attractors involved in both persistence (i) andextinction (ii) phases. Beyond �c and after the coalescenceof the coexistence node with the saddle-node in a saddle-node bifurcation that leaves a ghost in the phase plane,the only attractor of phase space is the extinction one(Figs. 2c,d), thus both hypercycle members asymptoticallyextinct (Fig. 3).
 The mean field model used in Section 3.1 predicts thehyperbolic relation between diffusion associated withcross-catalytic replication (labeled d) and replication. Thespatial analysis developed with the stochastic CAs (Section3.2) allows to take into account the local nature ofinteractions. We also found extinction and coexistencephases, which are separated by sharp boundaries. Suchmodels show that diffusion plays a positive role in thepersistence of both replicators. In the two-dimensional CAthe extinction phase is shown to be given by an absorbingstate associated with a first-order phase transition (Figs. 9,10 and 14), analogous to the saddle-node bifurcationscenarios shown in the mean field approaches. We haveshown that the two-member hypercycle as a surface-bonded chemical network could increase its persistence ina medium favoring diffusion (Figs. 6–8, 10, 12, 14 and 15).Nevertheless, diffusion might play a negative role whenconsidering extremely low densities of replicators as initialconditions (Fig. 13). Finally, a novel mean field metapo-pulation model considering diffusion (D) of replicators isalso considered in Section 4. The qualitative changebetween phases (i) and (ii) is shown and is alsocharacterized by a saddle-node bifurcation (Fig. 17).
 Our results confirm the relevance of spatial degrees offreedom as well as of the information encoded by thehypercycle in shaping the dynamics of hypercyclic organi-zation. As it occurs with other metapopulation models, wealso show the importance of dispersal (diffusion) as a keyfor success. Under similar conditions, the presence ofdiffusion allows the expansion through available space and
 the increasing opportunities for colonization increase thechances of maintaining a stable population. Future workshould consider including in our description the presenceof adaptive dynamics, thus allowing the offspring ofthe hypercycles to explore parameter space. In this context,the emergence of parasites, the role of stochasticity and therelevance of spatial structures in hypercyclic evolutionshould be analysed in more detail.
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