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Abstract
 This thesis forms a contribution to the development of reversible-equivariant
 bifurcation theory. Codimension one local and global bifurcations are studied
 in the setting of purely reversible systems. The work is also partially motivated
 by the Michelson system,
 xttt = c2 −1
 2x2 − xt,
 a reversible dynamical system exhibiting much of the phenomena that are
 studied. This system is moreover volume-preserving, and many of the results
 presented in this thesis also extend to the reversible, volume-preserving class.
 In particular, the normal forms for the reversible ‘Hopf-zero’ bifurcation—
 a local codimension one bifurcation—are computed, and a number of cases
 identified. This bifurcation occurs in the Michelson system at c = 0, and the
 normal form is computed up to the desired order. It is shown that for small
 c, the asymptotic form of the system can be computed analytically using the
 method of multiple time scales.
 In a C2-open subset of vector fields (which include the Michelson system), the
 formal normal form of the Hopf-zero bifurcation is shown to admit a degen-
 erate family of heteroclinic cycles. It is shown that many heteroclinic cycle
 bifurcations occur in the unfolding of the singularity in a generic set of one
 parameter families of such reversible systems. To prove this result, a new
 Kupka-Smale type theorem for this class of reversible systems is used.
 The heteroclinic cycle bifurcation is then studied in the general reversible case,
 and it is shown that such a heteroclinic cycle generically leads to very rich and
 complicated dynamics. These results offer explanation for previously numeri-
 cally observed behaviour in the Michelson system. Two methods are utilised
 and compared in the analysis: a geometrical approach, using surfaces of section
 and return maps; as well as deriving explicit bifurcation equations through a
 function analytic approach using ideas and techniques first introduced by X.-B.
 Lin.
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Chapter 1
 Introduction
 Dynamical systems of physical interest frequently have parameters which ap-
 pear in the defining equations, and it is well known that qualitative changes
 may occur in the solution structure of these systems as the parameters are
 varied. Local bifurcation theory provides a method for analysing such changes
 in dynamical behaviour in the neighbourhood of a given structurally unstable
 solution. It is then possible to classify phenomena which appear typically in
 k-parameter families of dynamical systems—these are bifurcations of codimen-
 sion at most k. However, the dynamical behaviour of systems can be strongly
 influenced by special structures appearing in the equations (e.g. a Hamiltonian
 structure, or symmetry). Bifurcations that are degenerate in the general case
 may become generic in the presence of this additional structure. One may ask
 what dynamical behaviour we would expect to see in the presence of a given
 structure. In general this is a difficult question to answer, but we may begin
 by systematically studying local and global bifurcations of low codimension.
 A system of first order differential equations
 x = f(x), x ∈ Rn (∗)
 is said to be equivariant if there exists a compact Lie group Γ acting linearly
 on Rn such that if x(t) is a trajectory for the system, then so is γx(t) for all
 9
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1. Introduction
 γ ∈ Γ. It is easy to show that this definition is equivalent to the condition
 that γf(x) = f(γx), ∀x ∈ Rn.
 The study of equivariant systems is now commonly generalised to reversible-
 equivariant systems. These are systems which, together with equivariant sym-
 metries as above, may also contain symmetries that reverse the direction of
 time—that is, if x(t) is a solution of (∗) then so is γx(−t), for γ in some com-
 pact Lie group Γ. This is equivalent to the condition γf(x) = −f(γ(x)) for all
 γ ∈ Γ.
 In this thesis, the consequences of an involutory reversing symmetry are ex-
 amined for three dimensional vector fields, with an application to the study of
 simple solutions of the one-dimensional Kuramoto-Sivashinsky equation, see
 equation (‡). We will see that the presence of this reversing symmetry in such
 systems has important implications for the local and global dynamics. Here we
 study codimension one phenomena that may typically occur in parametrised
 families of three-dimensional reversible systems, which include local and global
 bifurcations. We also examine more general generic properties of these systems,
 the results of which are formulated as a reversible Kupka-Smale theorem.
 Symmetries—including equivariance and reversibility—often play an impor-
 tant role in determining the behaviour of a dynamical system. Local steady
 state bifurcations in the general (dissipative) case typically require to be codi-
 mension two in order to admit complicated (chaotic) dynamics. However, in
 the presence of additional structure, a degenerate phenomenon in the dissi-
 pative case may become generic, and it is possible for codimension one bifur-
 cations to exhibit complicated dynamics. Equivariant symmetries in ordinary
 differential equations have been studied extensively in connection with bifur-
 cation theory [39, 45, 46, 47, 98, 114]. The study of reversible symmetries
 in dynamical systems has had a more recent development. A common ex-
 ample of systems with symmetries arises in Hamiltonian systems, in the case
 where the Hamiltonian H(p, q) satisfies H(p, q) = H(−p, q). In this case the
 10
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1. Introduction
 Z2 representation R = diag(−I, I) is a reversing symmetry for the equations
 of motion. In fact many of the properties associated specifically with Hamil-
 tonian systems have been shown to arise also in even-dimensional reversible
 systems [32, 87, 100, 101, 115].
 A more general reversible-equivariant bifurcation theory is currently being de-
 veloped [72, 73, 74, 75]. The strategy in this research is to study first steady
 state bifurcation in the presence of a general reversible-equivariant symmetry
 group. It is then possible to reduce the problem of periodic orbit (and relative
 periodic orbit) bifurcation to the steady state problem, see [74]. It remains to
 study bifurcations of homoclinic and heteroclinic orbits in the same manner.
 The work in this thesis also contributes to this end.
 This thesis is also partially motivated by the study of the Michelson system,
 yttt = c2 −1
 2y2 − yt, (†)
 which is derived from the study of travelling wave solutions of the Kuramoto-
 Sivashinsky (K-S) equation,
 ut + uxxxx + uxx + uux = 0. (‡)
 An interesting problem to study is the relationship between partial differential
 equations and finite dimensional ordinary differential equations, and to
 what extent current dynamical systems theory can be applied. The K-S
 equation has been much studied as a model equation for this problem. This
 is because there is a rigorous proof of an inertial manifold for equation (‡) on
 periodic boundary conditions [40, 89], meaning that the long-time behaviour
 of the PDE is contained in a finite-dimensional global attractor. Also the
 K-S equation is one of the simplest nonlinear PDEs that exhibits chaotic
 phenomena, such as the formation of coherent spatial cellular patterns with
 temporal chaos [58]. Other dissipative PDEs which have similar properties
 may also be treated in the same way. Equation (‡) models various physical
 11
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1. Introduction
 processes such as propagation of concentration waves in Belousov-Zhabotinsky
 chemical reactions [71]; thin viscous film flow down inclined planes [20, 21]
 and flame fronts in combustion [85, 104]. Solutions are often sought in the
 case of periodic boundary conditions, that is, u(x + L, t) = u(x, t) for any t,
 with the period L as a control parameter.
 This thesis is organised as follows:
 Chapter 2. Here we introduce the Michelson system, and give an overview of
 work undertaken and what is known about the system. We show how it may
 be derived from the Kuramoto-Sivashinsky equation in the study of simple
 solution types, as travelling wave or steady state solutions. Basic properties of
 the system are presented, together with some important consequences of these
 properties. We collect together previous results for the Michelson system,
 including a useful global perspective of the dynamics in a certain parameter
 range by Lau [77]. There, the effects of a tangle of heteroclinic orbits in the
 system is studied, and numerical evidence is given for the existence of a Smale
 horseshoe. This numerical work explains the previous numerical observation
 of a near-simultaneous creation of many periodic orbits, not all of which
 can be explained by local bifurcations. We also identify other numerically
 observed phenomena that will be studied in this thesis.
 Chapter 3. In this chapter we present an account of the reversible Hopf-Zero
 bifurcation, where a steady state, invariant under the reversing symmetry
 action, has a zero and a purely imaginary pair of eigenvalues. This situation
 typically arises in one parameter families of purely reversible vector fields,
 such as the Michelson system at c = 0. The theory here is also presented for
 the cases of volume-preserving, and reversible volume-preserving vector fields.
 This work is a natural extension of existing theory—the analysis for the
 dissipative and volume preserving case is contained in [14, 15, 30, 42, 52]. For
 12
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1. Introduction
 each case considered here, the formal normal form displays a degenerate family
 of heteroclinic cycles up to arbitrarily high order in an open set of unfoldings.
 We use the method of multiple time scales to show that the Michelson system
 has a particularly simple solution structure in the normal form, and that it
 is possible to provide asymptotic analytic forms for all bounded orbits in the
 Michelson system for small c. Techniques of ‘flat’ perturbation theory (as in
 [15]) are then adapted to the reversible case and applied to show that typical
 unfoldings of this singularity under the asserted open conditions lead to a
 cascade of heteroclinic and homoclinic bifurcations, see Theorems 3.4.1 and
 3.4.2. This proof requires a new modified Kupka-Smale type theorem, and
 an account of this is given, together with further generic properties of purely
 reversible, and reversible volume-preserving three dimensional systems, see
 Theorems 3.5.4 and 3.5.5. This work is a generalisation of results presented
 in [96] for the case of volume-preserving systems.
 Chapter 4. The heteroclinic cycle bifurcation found to exist typically
 in the unfolding of the Hopf-Zero bifurcation is independently studied in
 this chapter, using geometrical methods. We set up convenient Poincare
 sections around the configuration, and derive return maps for the study
 of the local dynamics about such a cycle under generic (open and dense)
 conditions. This analysis is original to the study of the heteroclinic cycle
 bifurcation in reversible systems, although some results presented here have
 been obtained for the general (dissipative) case, see [17, 18]. It is shown
 that there locally exists very rich dynamics, including cascades of infinitely
 many more heteroclinic and homoclinic orbits, as well as the existence of
 countably many one parameter families of periodic orbits, see Theorems
 4.1.1–4.1.4. An organising centre for the dynamics is given by the presence of
 a ‘symmetric horseshoe’ at the critical parameter value— for any given n ∈ N,
 there exists a uniformly hyperbolic set which is setwise invariant under the
 reversing symmetry action, indecomposable and topologically conjugate to a
 13
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1. Introduction
 full Bernoulli shift on n symbols, see Theorem 4.1.5. Each of these sets is
 structurally stable. However, the union of all of these sets is not uniformly
 hyperbolic (due to a singular point in the return maps), and countably many
 of these sets are destroyed with an arbitrarily small perturbation.
 Chapter 5. Here the same heteroclinic cycle bifurcation is studied using an
 alternative, analytical approach. This is based on ideas first developed by X.-
 B. Lin [78], but exploits more recent results in the development of Lin’s method
 and adapts them to the reversible case. This method also sets up surfaces of
 section around the heteroclinic cycle, but uses a function analytic approach to
 prove the existence and uniqueness of piecewise smooth solutions that spend
 a given time between sections, and which have a possible discontinuity (or
 ‘jump’) in the sections, in a specified direction. This principle can be used
 to derive explicit bifurcation equations for all bounded orbits close to the
 heteroclinic cycle. The analysis of the bifurcation equations shows that the
 existence of homoclinic, heteroclinic and periodic orbits can be deduced, as
 well as the existence of a set of orbits which are topologically conjugate to
 a full shift on n symbols, for any n ∈ N. These results are summarised in
 Theorem 5.6.2.
 14
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Chapter 2
 The Michelson System
 In this chapter we study the properties of the third order equation
 xttt = c2 −1
 2x2 − xt, (2.1)
 where the suffix t denotes differentiation with respect to time, and c is a
 parameter. This equation is usefully cast as the following third order dynamical
 system:
 x = y,
 y = z, (2.2)
 z = c2 −1
 2x2 − y,
 where here the dot denotes differentiation with respect to time. This sys-
 tem has become known as the Michelson system, following the first thorough
 analysis of the system in 1986 [84]. The dynamics of (2.2) vary from simple
 behaviour to a diverse solution structure including a wealth of homoclinic,
 heteroclinic, periodic and aperiodic solutions and chaotic dynamics. We first
 provide the importance of the system as a derivation from the Kuramoto-
 Sivashinsky equation.
 15
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2. The Michelson System The Kuramoto-Sivashinsky Equation
 2.1 The Kuramoto-Sivashinsky Equation
 The one-dimensional Kuramoto-Sivashinsky (K-S) equation
 ut + uux + uxx + uxxxx = 0 (2.3)
 has been studied extensively in the effort to understand the complicated dy-
 namics in nonlinear partial differential equations (PDEs). We will consider
 equation (2.3) on periodic boundary conditions, u(x, t) = u(x + L, t) (with
 L as a parameter). There is a rigorous proof of an inertial manifold [40, 89]
 for equation (2.3) which makes this equation effectively equivalent to a finite-
 dimensional system for long time behaviour. Estimates of the dimension of the
 latter are discussed in [89]. This, together with the fact that it is a scalar equa-
 tion, makes it a paradigm for the study of rich spatiotemporal dynamics in one-
 dimensional PDEs, and thus the K-S equation has been well-studied numeri-
 cally. In particular, Kevrekidis et al. [65], Demekhin et al. [31] and Hyman &
 Nicolaenko [58] reported a rich and diverse variety in the nature of the solutions
 to the K-S equation on periodic boundary conditions, as the control parameter
 L is varied. This ranges from reported ‘chaos’—where no discernible regu-
 lar spatiotemporal pattern is observed—to a simple time-independent steady
 state, with periodic, quasiperiodic and heteroclinic/homoclinic structures in
 between. Heteroclinic cycles have also been identified analytically in [4] in a
 centre-unstable manifold reduction. More recently, these heteroclinic cycles
 have been studied in [28, 88]. Christiansen et al. [25] argued that the unsta-
 ble periodic/travelling wave solutions of the K-S equation are instrumental in
 ‘ordering’ the complex spatiotemporal features observed in numerical studies.
 There, the authors extended cycle expansion techniques utilised within a dy-
 namical ζ-function formalism for low dimensional systems to the K-S equation.
 In particular, a cycle expansion technique was used to determine Liapunov ex-
 ponents.
 16
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2. The Michelson System The Kuramoto-Sivashinsky Equation
 Equation (2.3) has the following translational symmetry:
 ξ = x+ x0, τ = t, u = u, (2.4)
 as well as the Galilean symmetry
 ξ = x− γt, τ = t, u = u− γ, (2.5)
 where in both cases the equation for u(ξ, τ ) is identical to (2.3).
 It is now well known that unstable periodic orbits are an effective means of
 studying the properties of hyperbolic deterministic dynamical systems of low
 intrinsic dimension [7, 8, 25, 26, 122]. The recurrent spatiotemporal patterns
 observed in numerical simulations of the K-S equation have an interpretation
 in terms of special, unstable periodic solutions. The notion is not dissimilar
 to that used to describe observed dynamics in low-dimensional systems—such
 as the Lorenz equations—where an orbit will ‘shadow’ an unstable periodic
 orbit for a time before diverging from it. In this way it is useful to study the
 simple behaviours of (2.3), such as the travelling wave solutions of the form
 u = u(x− vt), and the steady-state solutions.
 We begin by substituting u = u(ψ), where ψ = x − vt. Then equation (2.3)
 transforms to
 −vuψ + uuψ + uψψ + uψψψψ = 0.
 Thus we obtain an ODE from (2.3). This can be rewritten as a one-dimensional
 system by the change of variables X = u, Y = uψ, Z = uψψ and W = uψψψ.
 Then
 Xψ = Y,
 Yψ = Z,
 Zψ = W,
 Wψ = vY −XY − Z.
 Integrating the last equation once gives
 Zψ = vX − Y −1
 2X2 + constant.
 17
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2. The Michelson System The Kuramoto-Sivashinsky Equation
 We remove the constant by taking X,Y, Z,W = 0 to be a valid solution for all
 v. Now under the transformation x = X − v, y = Y , z = Z, t = ψ we obtain
 the system
 x = y,
 y = z, (2.6)
 z =v2
 2−1
 2x2 − y,
 where the dot as before denotes differentiation with respect to time. Thus we
 have derived the Michelson system (2.2) with v = c√2.
 We may also search for steady-state solutions; that is, solutions of the form
 u(x, t) = u(x). Then ut = 0 and we have
 1
 2(u2)x + uxx + uxxxx = 0,
 and by integrating once we obtain
 1
 2u2 + ux + uxxx = c
 2, (2.7)
 where c2 is an integration constant. The above is identical to the Michelson
 ODE (2.1) with t = x and x = u. We will see in section 2.2 why it is sensible
 to define the integration constant to be nonnegative: for negative values of the
 integration constant the corresponding ODE has no bounded solutions. Also
 it is clear from this simple derivation why the Michelson system is reversible
 (see section 2.2.1). The K-S equation has the following ‘reversing’ symmetry
 transformation
 u→ −u, x→ −x, t→ t, (2.8)
 which leave equation (2.3) invariant. This symmetry trivially filters through
 to equation (2.7).
 Clearly the reason that two different solution types lead to the same equation
 is the Galilean symmetry (2.5), which can bring any travelling wave solution
 trivially to rest, and so steady-state solutions and travelling wave solutions are
 symmetric images of each other.
 18
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2. The Michelson System The Kuramoto-Sivashinsky Equation
 It is interesting to note that in fact Michelson did not derive the system (2.2)
 from either of the previous two substitutions. His derivation is based on an-
 other common version of the K-S equation,
 wt +1
 2w2x + wxx + wxxxx = 0, (2.9)
 which is related to (2.3) by u = wx and integrating. Physically, the two forms
 of the K-S equation model different things; equation (2.3) models small dis-
 turbances in liquid films falling down an inclined or vertical plane [20, 21] and
 propagation of concentration waves in Belousov-Zhabotinskii chemical reac-
 tions [71], where equation (2.9) models instabilities in laminar flame fronts
 [85, 104]. Under the transformation
 ξ = x− γt, τ = t, w = w − βt− γξ, (2.10)
 equation (2.9) becomes
 wτ +1
 2w2ξ + wξξ + wξξξξ =
 1
 2γ2 − β.
 If 12γ2 = β, then the above equation is identical to (2.9), and (2.10) is the
 Galilean symmetry to (2.9) corresponding to (2.5) with γ = v. Michelson’s
 derivation is motivated by the observation in numerical studies that the K-S
 equation (2.9) exhibits an approximately constant drift [85]—on the assumed
 periodic boundary conditions w(x, t) = w(x + L, t), the mean value of the
 solution < w(x, t) >:= (1/L)∫ L0w(x, t)dx satisfies the drift equation
 d
 dt< w(x, t) >= −
 1
 2L
 ∫ L
 0
 (wx)2dx.
 Michelson & Sivashinsky observed that solutions took the form
 w(x, t) = −c20t+ ϕ(x, t),
 where c20 ≈ 1.2 is a constant independent of the initial condition, and
 < ϕ(x, t) > is close to zero. Therefore ddt< w(x, t) >≈ −c20 and hence we
 substitute a solution of the form
 w(x, t) = −c2t+ ϕ(x), (2.11)
 19
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 where c is a parameter. Then we obtain the following ODE for ϕ(x):
 −c2 + ϕxxxx + ϕxx +1
 2(ϕx)
 2 = 0.
 Now substituting t = x and x = ϕt, y = ϕtt, z = ϕttt, we arrive once more at
 the ODE (2.1). This is clear since solutions of the form w(x, t) = −c2t+ ϕ(x)
 correspond to steady states for u(x, t). We note that the solutions of the form
 (2.11) have the property that < ϕ(x) >= 0 if and only the corresponding
 solutions to the ODE are symmetric with respect to the reversing symmetry
 (2.12), see section 2.2.1.
 We can extract the equations for the drifting solutions of the type w(x, t) =
 −c2t+ϕ(x) from the general Galilean transformation (2.10) by setting wτ = 0
 and β = −c2, γ = 0. We may also find travelling wave solutions w(x, t) = w(ξ)
 by substituting γ = v, β = 0 into (2.10), and derive equations (2.6).
 We also note that the Michelson system appears for certain parameter values
 in the generic unfolding of the codimension three triple-zero steady state bifur-
 cation [35, 41]. In these papers, numerical and analytical results from studies
 of the Michelson system have been applied to help develop a bifurcation anal-
 ysis for the unfolding of this singularity. The Michelson system also appears
 in the study of model equations for a Lur’e-type feedback system [59].
 2.2 Basic Properties
 Here we summarise important properties of the Michelson system (2.2):
 x = y
 y = z
 z = c2 −1
 2x2 − y.
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 2.2.1 Reversibility
 The Michelson system is invariant under the following phase space transfor-
 mation, together with a time reversal:
 (x, y, z, t) −→ (−x, y,−z,−t).
 Thus the Michelson system belongs to the class of reversible systems. We
 define the involution R ∈ GL(3,R) as
 R =
 −1 0 0
 0 1 0
 0 0 −1
 . (2.12)
 Now if we write (2.2) in the form
 x = f(x, c), x(∙) := (x(∙), y(∙), z(∙)) ∈ R3,
 f(x, c) =
 y
 z
 c2 − 12x2 − y
 ,
 (2.13)
 then it is easily verified that
 Rf(x) = −f(Rx). (2.14)
 This is precisely the condition that guarantees that R is a reversing symmetry,
 see [75].
 An important set in the phase space of reversible systems is the set of points
 that are left invariant under the symmetry action, in this case (2.12). These
 points are defined as Fix R:
 Fix R := {x ∈ R3 : Rx = x}, (2.15)
 in the Michelson system this set is precisely the y-axis. Two basic properties
 of the class of such reversible systems regard the existence of symmetric fixed
 points and periodic orbits. These are points/orbits that are setwise invariant
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 under the action of R. Reversible systems of this type (3 dimensional reversible
 vector fields where dim Fix R = 1) have the property that they do not gener-
 ically possess symmetric fixed points. To see this, note that for each x ∈ R3
 we may write
 x ≡1
 2(I +R)x+
 1
 2(I −R)x
 := x1 + x2,
 where x1 ∈ Fix R and x2 ∈ Fix (−R). Thus Fix (−R) is necessarily two
 dimensional. It is easily checked that
 f : Fix R→ Fix (−R),
 and now since Fix R is one dimensional and Fix (−R) is two dimensional, f
 will not typically have zeros on Fix R. This may be formalised through Thom’s
 Transversality Theorem. A general account of such properties for reversible-
 equivariant systems is the subject of current research.
 However, isolated symmetric fixed points are generic in one parameter families
 of these reversible systems, as in the Michelson system, see also section 3.2. On
 the other hand, symmetric periodic orbits are generic (codimension zero) in this
 class of reversible systems, and moreover they appear generically isolated in
 phase space. We may intuitively expect that this is correct: symmetric periodic
 orbits intersect Fix R precisely twice, see Lemma 4.4.1. Now if we consider the
 return map F of a symmetric period orbit with section S, this will be a two
 dimensional map. Moreover, F is reversible: if RS is R restricted to S, then F ◦
 R = R◦F−1, where in the section S, Fix RS is one dimensional. Then we may
 expect F (Fix R) and Fix R to intersect transversally. This result is proved
 formally in section 3.5, and means that a regular bifurcation analysis of the
 periodic orbits of the Michelson system is possible, similar to that carried out
 by Colin Sparrow for the Lorenz equations [106]. Such a bifurcation analysis
 for the Michelson system was studied by Kent [61] (and further developed in
 [50]), and revealed a rich and complicated solution structure. Aspects of this
 work are summarised in section 2.3.
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 There is by now a relatively large literature on reversible systems (e.g. [32,
 72, 75, 87, 100, 101, 115]). Many of the early studies on reversible systems
 concentrated on the case of a 2m-dimensional phase space with dim Fix R =
 m. It is interesting to note that although the Michelson system does not fit
 into this category, with the addition of the parameter c to the phase space it
 becomes 4 dimensional with dim Fix R = 2. Results in the following chapters
 at times appear to display characteristics of such a reversible system (Liapunov
 Centres, Blue Sky Catastrophe). However the Michelson system is a degenerate
 example of such a system, since it is really three dimensional.
 This symmetry plays an important role in organising the dynamical behaviour
 seen in (2.2), and this thesis is largely motivated by the problem of studying
 systems which have such a symmetry.
 2.2.2 Volume Preserving Flow
 The flow of the Michelson system is divergence-free; that is,
 div (x, y, z) = 0. (2.16)
 Properties of divergence-free systems have been studied, for example, in [11,
 12, 81, 96]. Although the work in this thesis does not focus on the aspects
 specifically due to the volume-preserving nature of the Michelson system, many
 of the results presented here in the context of reversible systems are equally
 valid in the case where additional volume-preserving structure is present.
 Due to (2.16), we can use a result in [23] to show that the product of the
 Floquet multipliers of a periodic orbit of period T is equal to 1:
 Πiμi = μ1μ2μ3 = exp
 {∫ T
 0
 div f(x(t), c)dt
 }
 = 1,
 with μ3 the trivial multiplier equal to one, so the nontrivial Floquet multipliers
 of an elliptic periodic orbit are complex conjugate pairs on the unit circle,
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 a) k = 3, 4
 Period kTPeriod kT
 Period T
 Period TPeriod T
 Period T
 b) k ≥ 4
 Figure 2.1: Bifurcation diagrams for period k-multiplying bifurcations given
 in [79]. When k = 4 there are two possibilities. Branches of elliptic periodic
 orbits are solid lines, hyperbolic periodic orbits are dashed.
 which move as the parameter c is varied, passing through infinitely many
 roots of unity. We note that this condition on the eigenvalues is also enforced
 by the symmetry (2.14) for the symmetric periodic orbits, since the return
 map for a setwise R-invariant transverse section Σ to the periodic orbit will
 be a reversible map [75]—that is, if RΣ is the restriction of R to Σ, and φ(y)
 (y ∈ Σ) is the return map, then
 RΣ ◦ φ(y) = φ−1(RΣ ◦ y).
 Moreover, by the generalised Stokes’ theorem, the return map of a volume-
 preserving vector field f to any transverse section S preserves the ‘area’ f.dS,
 and so is an area preserving map. Therefore we can expect many of the features
 of area-preserving maps (see e.g. [51, 79, 83]) to be present in the Michelson
 system, including period k-multiplying bifurcations of periodic orbits, see Fig-
 ure 2.1. In [79] it is noted that in the case b) of Figure 2.1, the branch of
 hyperbolic orbits emanating from the bifurcating periodic orbit is often seen
 to undergo a tangent bifurcation. This is also true in numerical observations of
 the Michelson system, see section 2.3. This subharmonic branching behaviour
 is also typical due to the reversing symmetry, and the analysis in the reversible
 case [6, 100] is also valid for the study of symmetric periodic solutions, through
 the Takens normal form approach, see Theorem 2.3.2. We expect that this
 branching behaviour is also generic in reversible volume-preserving systems,
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 as it appears in the Michelson system.
 2.2.3 Equilibria and Liapunov functions
 The Michelson system has the fixed points
 A = (−c√2, 0, 0), B = (c
 √2, 0, 0). (2.17)
 The eigenvalues of the fixed point A, say, are given by the characteristic poly-
 nomial
 λ3 + λ− c√2 = 0.
 Using Cardan’s formula [19], we can write the eigenvalues of A as λ = α and
 λ = −12α± i
 √1 + 3
 4α2, where α ∈ R+ is given by
 α =3
 √c√2+
 √c2
 2+1
 27+
 3
 √c√2−
 √c2
 2+1
 27,
 so the fixed point is hyperbolic for c > 0, and has a two dimensional stable
 focus manifold and a one dimensional unstable manifold. By the reversibility,
 the fixed point B has the same eigenvalues as A but with a change of sign (the
 characteristic polynomial for the fixed point B is λ3 + λ+ c√2 = 0). Thus B
 is also a saddle focus fixed point for c > 0, with a two dimensional unstable
 focus manifold, and a one dimensional stable manifold.
 At c = 0 there is just one fixed point at the origin, which has eigenvalues equal
 to 0,±i. This is a ‘Hopf-zero’ bifurcation, and the study of this bifurcation
 will be the subject of Chapter 3.
 The Michelson system has the observed property that most orbits are un-
 bounded and escape to infinity. Consideration of the Liapunov function
 L = x+ z, L = c2 −1
 2x2,
 implies that at c = 0 the only bounded orbit is the fixed point at the origin.
 We can also easily see, using the same Liapunov function, that if we choose a
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 constant in place of c2 that is negative, then there are no bounded orbits at
 all. This is the reason in section 2.1 that the integration constant was taken
 to be nonnegative in the derivation of the steady-state equations.
 The equations (2.2) can be rescaled by the following transformation:
 (x, y, z, t)→
 (x√2c,
 y3√2c
 43
 ,z
 6√2c
 53
 ,tc13
 6√2
 )
 ,
 to give in the limit of c→∞, the system
 x = y
 y = z (2.18)
 z = 1− x2.
 The above equations have the Liapunov function
 L =1
 3x3 − x+ yz, L = z2 ≥ 0.
 Consideration of this function implies the non-existence of periodic solutions,
 and the restriction that the only possible bounded solutions are connecting
 heteroclinic orbits with ω-limit set (-1,0,0) and α-limit set (1,0,0); these are
 heteroclinic orbits lying in the intersection of the two 2-dimensional manifolds
 W s(A) and W u(B), where in the rescaled variables A = (−1, 0, 0) and B =
 (1, 0, 0). In fact, there are more results on the behaviour of the Michelson
 system for large c, which are summarised in the next section.
 2.3 Previous Results
 2.3.1 Unique heteroclinic connection
 The system (2.18) has been studied by McCord [82], who proved that there
 exists a unique heteroclinic connection from B to A, lying in the intersection of
 the two 2-dimensional manifolds. This result has been generalised to a larger
 class of systems by Toland [111], who proved the following:
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 Theorem 2.3.1 (Toland). Consider the equation
 −u′′′ = f(u), u = u(x), (2.19)
 and suppose that f is locally Lipschitz continuous on [−α, α] with f(±α) = 0
 and f > 0 on (−α, α). Then there exists (up to translation in x) a unique
 bounded solution of (2.19). This solution satisfies
 limx→±∞
 u(x) = ±α.
 Michelson proved that this heteroclinic orbit persists as c is decreased from
 infinity in (2.2), and is unique for all c greater than some finite c0 [84]. It is
 conjectured in [64, 84] that this heteroclinic orbit exists for all c ∈ (0,∞). This
 agrees with numerical observations, and with the work carried out in Chapter
 3 for c close to zero.
 2.3.2 Small c
 At c = 0 there is a unique fixed point at the origin in the Michelson system.
 This fixed point is nonhyperbolic, and has eigenvalues equal to 0,±i. We
 will call this type of bifurcation a ‘Hopf-zero’ bifurcation. Chang [21] has
 undertaken a normal form analysis up to second order for the Michelson system
 at c = 0, and found a degenerate one parameter family of heteroclinic cycles
 between the two fixed points for c > 0, and a one parameter family of invariant
 tori. However, this analysis does not comment on the effect of the addition
 of any higher order terms. This problem is dealt with in chapter 3, where we
 present a general study of the reversible Hopf-zero bifurcation, together with
 the derivation of an asymptotic analytic form of all bounded solutions in the
 formal normal form of the Michelson system in section 3.3. Also appearing in
 Chang’s analysis is a single elliptic periodic orbit. In fact, this periodic orbit
 has been found previously by Michelson [84], where he proved its existence by
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 a series in sines for small c:
 x(t) = 2c sinΩt− (c2/6) sin 2Ωt+ (c3/144) sin 3Ωt+ ∙ ∙ ∙ , (2.20)
 where Ω = 1 − c2/12 + ∙ ∙ ∙ . This periodic orbit is also found by Liapunov-
 Schmidt reduction in section 3.1, and a truncated form is found in section 3.3.
 It is part of the ‘noose bifurcation’ [63], discussed in section 2.3.3.
 2.3.3 Periodic Orbits
 Kent & Elgin [61, 62, 63, 64] have carried out an extensive bifurcation analysis
 of the Michelson system. They used the periodic orbit (2.20) as a starting point
 for the continuation code AUTO, and studied the periodic solution structure
 emanating from many of the local bifurcations of (2.20).
 We would first like to study what generic local bifurcations we may observe
 in a bifurcation analysis of the periodic orbits of the Michelson system. The
 properties of local bifurcations of symmetric periodic solutions can be studied
 by work carried out in [72], and using the Takens Normal Form [74, 109]. The
 Takens Normal Form is a very useful approach which enables the study of local
 bifurcations of maps to be reduced to the study of local bifurcations of vector
 fields. This may be applied to the return map of a bifurcating periodic orbit.
 Theorem 2.3.2. Consider a Cr R-reversible, area-preserving map F : R2 →
 R2 (we assume that the reversing symmetry preserves the area) which has a
 fixed point at the origin, F (0) = 0. We may write DF |0 = SeB+N , such that
 1. S, B are semi-simple (complex diagonalisable) and N is nilpotent,
 2. S, B and N all commute with each other,
 3. S, eB, eN are reversible and area-preserving,
 4. S2k = I,
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 5. B has no eigenvalues in πiQ− {0}.
 Then there exists an R-equivariant, area preserving change of coordinates T
 such that for any m,
 T−1 ◦ F ◦ T and S ◦ φ1
 have the same Taylor expansion up to order m at the origin, where φ1 is the
 time-one map of an S-equivariant, reversible, divergence free vector field X,
 where X(0) = 0 and DX|0 = B + N . Without loss of generality, X can be
 chosen to be in normal form.
 This Theorem is a reversible-volume preserving version of Takens’ original
 Theorem [109]. In [74], the original result is generalised to the case that
 the map F possesses a reversible-equivariant symmetry group Σ and it has
 been shown that the coordinate change T can be chosen to be Σ equivariant,
 and that the vector field X is also symmetric with respect to Σ. To obtain
 Theorem 2.3.2 we may combine this work with results of Broer [12], where
 it was shown that the Takens Normal Form may also preserve a given Lie
 algebra structure. We may also use this Theorem in the case of unfoldings,
 by using the usual extended phase space with the inclusion of the parameter.
 In the general case the periodic orbit may possess spatiotemporal symmetry,
 and the reduction to the study of the vector field requires to take this into
 account, see [74]. In the case of the Michelson system the reversible-equivariant
 symmetry group is simply the reversing symmetry (2.12). We will use Theorem
 2.3.2 to illustrate the expected behaviour of the simple local bifurcations of
 symmetric periodic solutions in the Michelson system—namely, the saddle-
 node, symmetry breaking and period doubling bifurcations. We note that in
 each case we consider, we have B = 0.
 Recall the relation between the multipliers of symmetric periodic orbits, they
 must be of the form μ, 1/μ and the trivial Floquet multiplier equal to 1. Let
 P (y0, z0) be the return map about a symmetric periodic orbit, with respect to
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 an R-invariant section plane, which is bisected by Fix R. Clearly we can choose
 local coordinates (y, z) on this section plane, and the reversing symmetry R
 acts on the section as R(y, z) = (y,−z).
 Consider first the case of both nontrivial multipliers equal to 1. Generically
 (codimension 1) [57] the Jordan normal form of the linear part of the return
 map for this periodic orbit will be either
 L1 =
 1 1
 0 1
 or L2 =
 1 0
 1 1
 .
 It is important to distinguish between these two cases, as they are not equiv-
 alent due to the presence of the reversing symmetry. In the case of L1, we
 have
 S1 =
 1 0
 0 1
 , N1 =
 0 1
 0 0
 ,
 where S1 is semi-simple and N1 is nilpotent. Examining R-equivariant vector
 fields now with linear part equal to N1, we refer to [72], where it is shown that
 the normal form is
 y = z
 z = g(y),
 where g(0) = Dyg(0) = 0. Note that this normal form is also volume-
 preserving. A generic unfolding of this bifurcation that preserves the symmetry
 may be written
 y = z
 z = μ+ y2,(2.21)
 where μ is the bifurcation parameter. This leads to a saddle-node bifurcation,
 as in Figure 2.2. As S1 is equal to the identity we may now apply Theorem 2.3.2
 to conclude that the return map for the periodic orbit will generically behave
 like the time-one map of the vector field (2.21), up to any finite order. How-
 ever, there are degenerate structures in this vector field that we expect would
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 y
 z
 y
 z
 y
 z
 μ > 0 μ = 0 μ < 0
 Figure 2.2: Saddle-node bifurcation of equations (2.21).
 break under addition of higher order terms in the return map. In particular,
 the homoclinic loop in Figure 2.2 will generically break and yield transverse
 intersections for the return map, leading to chaotic dynamics locally (see also
 section 3.5). This is also in agreement with the presence of k-bifurcations
 (subharmonic bifurcations) [6, 64, 79, 100], and with the analysis in section
 2.4.
 In the case of L2, we have
 S2 =
 1 0
 0 1
 , N2 =
 0 0
 1 0
 ,
 where S2 is semi-simple and N2 is nilpotent. We use a volume-preserving
 restriction to a symmetric normal form obtained in [72]:
 y = zg(z2)
 z = y,
 with g(0) = 0. We find the unfolding may be written:
 y = μz + az3
 z = y,(2.22)
 where again μ is the unfolding parameter and a is a constant which is generi-
 cally nonzero. Note that this unfolding is also found in [72] in the case of the
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 a > 0 :
 y
 z
 y
 z
 y
 z
 μ > 0 μ = 0 μ < 0
 a < 0 :
 y
 z
 y
 z
 y
 z
 μ < 0 μ = 0 μ > 0
 Figure 2.3: Symmetry breaking bifurcations of equations (2.22). These figures
 also arise in the period doubling bifurcation, where the return map is generated
 by −I composed with the time-one map of the vector fields shown.
 same linear part, but with a symmetry group consisting of the reversing mirror
 (y, z) → (y,−z) and the twofold rotation about the origin (y, z) → (−y,−z).
 This is a symmetry breaking bifurcation, see Figure 2.3. There are two types
 depending on the sign of a. For a > 0, a hyperbolic saddle bifurcates into
 a center and throws off an asymmetric pair of hyperbolic saddle points. For
 a < 0, a centre bifurcates into a hyperbolic saddle and throws off an asymmet-
 ric pair of fixed points of centre type. As before, S2 = I and we conclude that
 the return map for the periodic orbit with linear part L2 in Jordan normal
 form will formally behave like the time-one map of one of the vector fields
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 shown in Figure 2.3. This is the symmetry breaking bifurcation of periodic
 orbits. We would again expect the homoclinic/heteroclinic connections shown
 here to break under perturbation for the return map, and potentially lead to
 chaotic local dynamics.
 Finally we consider the case of both nontrivial multipliers equal to -1. Then
 we have the two following possibilities for the Jordan normal form of the linear
 part of the return map for this periodic orbit:
 L3 =
 −1 1
 0 −1
 or L4 =
 −1 0
 1 −1
 .
 In this case the nilpotent parts are the same up to a change of sign, but the
 semi-simple parts are equal to −I. Therefore the vector field will have an
 additional symmetry that is the twofold rotation about the origin (y, z) →
 (−y,−z). As previously mentioned, this case is also treated in [72] and we
 lead to the two possible normal forms
 y = μz + az3
 z = y,(2.23)
 y = z
 z = μy + ay3,(2.24)
 Clearly these vector fields differ only by exchange of y and z, but recall that
 the reversing symmetry R strictly acts as a reflection in the y axis. This leads
 to four cases (also depending on the sign of the constant a). Equations (2.23)
 are illustrated in Figure 2.3, and see Figure 2.4 for the remaining cases. Since
 the semi-simple part in all cases is equal to −I, we find that the return map
 for the periodic orbit behaves like the composition of −I with the time-one
 map of one of the cases in Figures 2.3, 2.4. Therefore the two bifurcating fixed
 points in (2.23), (2.24) are actually the two intersections of a periodic orbit of
 period approximately twice that of the original orbit, and we have the period
 doubling bifurcation. In each case, the period doubled orbit is symmetric in
 the full system—a systematic method of computing the symmetry properties
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 a > 0 :
 y
 z
 y
 z
 y
 z
 μ > 0 μ = 0 μ < 0
 a < 0 :
 y
 z
 y
 z
 y
 z
 μ < 0 μ = 0 μ > 0
 Figure 2.4: The remaining cases for the period doubling bifurcation, generated
 by (2.24). The return map acts as −I composed with the time-one map of the
 vector fields shown.
 of bifurcating orbits is given in [74]. The symmetry property is clear for (2.24),
 as the bifurcating fixed points lie in Fix R, see Figure 2.4. However, the fixed
 points in Figure 2.3 lie in Fix (S ◦ R), and this implies that the bifurcating
 orbit intersects Fix R at two points close to x(T/2), where x(t) is the original
 periodic orbit, and T is the period of this orbit. As before, under the addi-
 tion of higher order terms we may obtain transverse homoclinic/heteroclinic
 connections appearing in the return map.
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 1c
 Period
 6
 8
 10
 12
 14
 0.2 0.4 0.6 0.8 1.2 1.4
 1
 23
 45
 6
 Figure 2.5: The primary periodic orbit branch (the “noose”) and its local
 bifurcations.
 Label Bifurcation Parameter Value
 1 Period doubling bifurcation 0.31939
 2 Period doubling bifurcation 1.26595
 3 Saddle node bifurcation 1.26623
 4 Symmetry breaking bifurcation 0.59779
 5 Period doubling bifurcation 0.58086
 6 Period doubling bifurcation 0.34010
 Having established the expected local bifurcation behaviour, we now return
 to the study of the bifurcation structure of the Michelson system. Kent &
 Elgin [61, 62, 64] call the branch of solutions emanating from the periodic
 orbit (2.20) the primary branch. One of the main features described is the
 ‘noose bifurcation’, where this branch of periodic solutions undergoes a period
 doubling bifurcation, and these two branches meet each other in a saddle-node
 bifurcation as the parameter is increased, see Figure 2.5. Topological properties
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 of the noose bifurcation were studied in [62], where they used interlinking
 of periodic orbits and ‘self-linking’ of stable/unstable manifolds of periodic
 orbits to show that the noose bifurcation requires the existence of a further
 local bifurcation to satisfy these topological invariants. In this case, this is a
 symmetry breaking bifurcation on the period-doubled branch at c ≈ 0.59779.
 The periodic orbit (2.20) born at c = 0 is initially elliptic, with multipliers ly-
 ing on the unit circle, see section 3.2. There is the period doubling bifurcation
 at c ≈ 0.31939, and the orbit is then hyperbolic until c ≈ 1.26595, where there
 is another period doubling bifurcation. The orbit is then briefly elliptic until
 the saddle-node bifurcation of the primary branch at c ≈ 1.26623. Continuing
 this branch around the fold bifurcation, we find that there the orbit is hyper-
 bolic until c ≈ 0.59779, which is the symmetry breaking bifurcation. There is
 another short elliptic region until c ≈ 0.58086 where there is a period doubling
 bifurcation. The orbit is then again hyperbolic until another period doubling
 bifurcation at c ≈ 0.34010. This orbit then has another elliptic region until
 c ≈ 0.31939 where it has all Floquet multipliers equal to 1, and disappears in
 the period doubling bifurcation.
 A more complete bifurcation diagram is shown in Figure 2.6, showing the
 primary branch, as well as many of the orbits that can be found by local
 bifurcations from the primary branch, including some k-bifurcations in the
 elliptic regions. This numerical data has been supplied by Sam Gratrix (as
 for Figure 2.8), and more detailed bifurcation diagrams still are included in
 [50]. The series of k-bifurcations of the primary branch occurring in the first
 elliptic region c ∈ (0, 0.31939) is studied in [64]. An observed feature is the
 curious ‘k-bifurcation branch’, where orbits created in k-bifurcations from the
 primary branch appear to be connected together in a manner reminiscent of
 Shil’nikov-type behaviour (see e.g. [43]) as they are numerically continued in
 phase-parameter space, see Figure 2.6.
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 c
 Period
 1020304050
 0.2
 0.4
 0.6
 0.8
 11.2
 60
 Figure 2.6: Numerical bifurcation diagram of the periodic orbits for the Michel-
 son System, computed using AUTO [34, 49]. Period of the orbits is plotted
 against the parameter c.
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 This numerical work agrees with the following theorem, which has been proved
 by Troy [112], and is concerned with the Michelson system at c = 1.
 Theorem 2.3.3 (Troy). There are at least two periodic solutions to the equa-
 tion x′′′ = 1− 12x2 − x′, x = x(t) that are odd in t.
 Kent comments that these periodic solutions may be considered to be the two
 symmetric periodic solutions of the primary branch. In fact, there are infinitely
 many odd periodic solutions at c = 1, see section 2.4.
 2.3.4 Connecting Orbits
 As previously stated, in the limit c→∞, McCord [82] and Toland [111] have
 proved the existence of a unique heteroclinic connection lying in the intersec-
 tion of the two dimensional manifolds W s(A) and W u(B), and Michelson [84]
 has proved that this connection exists for all c sufficiently large. We call this
 connection X0(t), following [61]. Michelson also conjectures that this connec-
 tion persists for all c ∈ (0,∞). This agrees with the analysis carried out in
 Chapter 3 which applies to the limit c → 0. Numerically this orbit has been
 calculated by Hooper & Grimshaw [56] down to c ≈ 0.07. This orbit plays a
 role in the analysis carried out in Chapters 3, 4, 5 and section 2.4.
 Throughout this thesis, we will refer to heteroclinic orbits (such as X0(t)),
 that lie in the intersection of two 2-dimensional manifolds as 2D heteroclinic
 orbits. These connections typically persist over a range of c values. There
 are two more types of connecting orbits possible in the Michelson system—
 these are heteroclinic orbits formed by the coincidence of the two 1-dimensional
 manifolds (hereafter 1D heteroclinic orbits), and homoclinic orbits. Hooper
 & Grimshaw call these connecting orbits oscillatory shocks, regular shocks and
 solitons/solitary waves respectively [56].
 Homoclinic orbits clearly cannot be symmetric, and must occur in symmet-
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 ric pairs. 1D heteroclinic orbits on the other hand must be symmetric. 2D
 heteroclinic orbits may or may not be symmetric. Heteroclinic orbits that are
 symmetric intersect Fix R precisely once.
 Kent & Elgin [64] have studied further families of 2D heteroclinic connections
 lying in the manifoldsW s(A) andW u(B). They found a sequence of symmetric
 connections. This sequence starts with a tangent bifurcation at c ≈ 1.283
 giving rise to two (odd) heteroclinic connections X±1 (t), both of which have
 three zeros (note that X0(t) has one zero). This is the first pair in a family of
 heteroclinics X±n (t), n ∈ N, each pair is a symmetric connection with n zeros
 for t > 0 and a zero at t = 0. Each member looks more and more like a periodic
 solution with the acquisition of each new zero, and this family accumulates to
 c ≈ 1.26623, where there is the saddle-node of periodic orbits of the primary
 branch. Again, this work agrees with a Theorem by Troy [112], which is for
 the parameter value c = 1.
 Theorem 2.3.4 (Troy). There are at least two solutions to the equation x′′′ =
 1 − 12x2 − x′, x = x(t) that satisfy limt→∞ x(t) = −
 √2 and limt→−∞ =
 √2.
 The first has one zero in x, the second has exactly three zeros in x.
 -2
 x
 t
 -20 -10 2010
 -1
 2
 1
 0
 0
 Figure 2.7: The Kuramoto-Tsuzuki exact 1D heteroclinic solution.
 1D heteroclinic orbits are typically isolated in parameter space, and are there-
 fore more difficult to find. Kuramoto & Tsuzuki [71] found an analytic solution
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 Figure 2.8: Numerical bifurcation diagram of periodic orbits about the param-
 eter value c ≈ 0.84952, where there exists a heteroclinic cycle. Period of the
 orbits is plotted against the parameter c.
 for a 1D heteroclinic orbit at c = α√2 ≈ 0.84952,
 x(t) = α(−9 tanh βt+ 11 tanh3 βt), (2.25)
 where α = 15√11193and β = 1
 2
 √1119, see Figure 2.7. This connection appears
 to be at the centre of a range of parameter values where there is a cluster
 of symmetric and asymmetric periodic solutions that have period tending to
 infinity in an ‘oscillatory’ manner, see Figure 2.8. This behaviour is typical
 of Shil’nikov saddle-focus homoclinic orbits under the well-known eigenvalue
 ratio condition [43, 102]. However, due to the 1D heteroclinic connection
 (2.25) the situation is much more complicated. Together with a (symmetric)
 2D heteroclinic orbit (we conjecture there are infinitely many, see [77] and
 section 2.4), there is a heteroclinic cycle at c ≈ 0.84952. The analysis for the
 consequences of such a heteroclinic cycle (including periodic orbit behaviour)
 is contained in Chapters 4 and 5. From this analysis, we see that there is a
 countable number of 1D heteroclinic connections (with an arbitrary number
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 of zeros) converging to (2.25) in parameter space.
 Numerical studies have revealed 1D heteroclinic connections at c ≈
 0.83520, 0.85416, 0.85422 [56, 61]. Figure 2.9 shows corresponding heteroclinic
 cycles found numerically. Adams et al. [2] have also proved the existence
 of certain 1D heteroclinic orbits (in particular, heteroclinic orbits that have
 three or more zeros in x) for countably many parameter values cascading to
 c = 0, as well as the existence of asymmetric pairs of homoclinic orbits to each
 fixed point for a seperate countable sequence of parameter values cascading to
 c = 0. We will see in Chapter 3 that we may typically expect (under small C∞
 perturbation) countably many 1D heteroclinic connections (with an arbitrary
 number of zeros) and homoclinic orbits to exist for small c.
 The analysis in Chapters 4 and 5 also reveal the existence of homoclinic
 solutions close to any one of the heteroclinic cycles. Homoclinic solutions
 have also been observed numerically, at c ≈ 0.83472, 0.84769, 0.85995 and
 c ≈ 0.31554, 0.48661, 0.49821, see Figure 2.10. The latter three parameter
 values for homoclinic solutions are observed to be connected with symmetry
 breaking bifurcations from the k-bifurcation branch—the asymmetric periodic
 solutions approach the homoclinic orbits in the infinite period limit, see [61].
 The homoclinic at c ≈ 0.85995 appears to be connected with the symmetry
 breaking bifurcation from the primary branch.
 41

Page 42
                        
                        

2. The Michelson System Previous Results
 t
 -2
 -1
 1
 2
 xa)
 0
 0 20 8040 10060
 y
 x
 -2
 -2
 -1.5
 -1
 -1
 -0.5
 0.5
 1
 1 2
 t
 -2
 -1
 1
 2
 xb)
 0
 0 20 8040 10060
 y
 x
 -2
 -2
 -1.5
 -1
 -1
 -0.5
 0.5
 1
 1 2
 t
 -2
 -1
 1
 2
 xc)
 0
 0 20 8040 10060
 y
 x
 -2
 -2
 -1.5
 -1
 -1
 -0.5
 0.5
 1
 1 2
 Figure 2.9: Heteroclinic cycles found numerically: each 1D connection is shown
 together with the simplest 2D heteroclinic X0(t). In the phase diagrams the
 1D connection is shown dashed. Parameter values are a) c = 0.83520, b)
 c = 0.85416, c) c = 0.85422.
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 Figure 2.10: Homoclinic orbits for the fixed point A found numerically for
 the parameter values a) c = 0.84769, b) c = 0.85995, c) c = 0.31554, d)
 c = 0.49821.
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 2.4 Heteroclinic Solutions
 Many of the features described in section 2.3 may be explained geometrically
 by a more detailed study of the heteroclinic solutions. Mackay describes the
 connecting orbits of a volume preserving flow as a skeleton for the flow, say-
 ing that they are a good starting point for understanding the behaviour of
 a divergence-free system [81]. In this section we briefly review work carried
 out by Lau [77], where the heteroclinic connections are used to describe the
 dynamics of the Michelson system for c > 0.91839. This work is numerical,
 and does not necessarily depend on the reversing symmetry or the volume
 preserving structure, although the reversibility does make the analysis easier.
 This work provides geometrical understanding of the many previous results on
 the Michelson system.
 Symbolic dynamics is used to encode the 2-dimensional manifolds of the fixed
 points F± in order to identify heteroclinic bifurcations, and the formation of a
 horseshoe. Lau calls this process the “cocoon bifurcations”, as the heteroclinic
 orbits trace out a cocoon-like tangle in phase space. The picture is different to
 that of Kent & Elgin, and it reveals a general geometric structure to system
 (2.2).
 2.4.1 Invariant Manifolds and Time Delay Functions
 We begin by introducing the Poincare section plane x = 0, with corresponding
 Poincare map ϕ. Note that this section is well defined (i.e. transverse to
 the flow) everywhere except on the z-axis. We track the movements of the
 respective 2-dimensional stable/unstable manifolds of the fixed points A and
 B under application of this map. From now on we will denote these 2-D
 manifolds by ΣA and ΣB. Also, the 1-dimensional invariant manifolds Wu(A)
 and W s(B) are labelled γA and γB respectively. Most orbits are unbounded,
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 and hence will escape from a given sphere centered on the origin, with radius
 r. The main tool for observing the manifolds ΣA and ΣB is the time delay
 function, defined by
 T±(x0) = |∫ r
 r0
 dt|, ‖x(0)‖ = r0, (2.26)
 where T± is for integrating along the trajectory x(t) = x0 +∫ ±t0f(x(s), c)ds,
 where x ∈ R3 and f(x, c) is equal to the right hand side of (2.2), see (2.13).
 Thus the time delay function measures how long it takes for a given orbit to
 escape from the sphere of radius r. In the subsequent numerical work we have
 taken the radius r = 20. We observe numerically that for c > 1.26624 the only
 points starting in the section plane x = 0 whose trajectories remain bounded
 under evolution of the flow as t → ∞ (−∞) are those points that belong to
 ΣA ∪ γB (ΣB ∪ γA). These points will show up as logarithmic singularities in
 T±, and heteroclinic connections occur in the intersection of these manifolds.
 In this way, the time delay function acts as a numerical probe, searching along
 lines in the Poincare plane for pieces of the invariant manifolds of the two
 fixed points A and B. As we further decrease c, we will continue to track these
 heteroclinic orbits as they form a skeleton for the structure of periodic and
 bounded aperiodic orbits.
 First, we build a geometric picture in the parameter range for which there is
 the unique, monotone 2D heteroclinic connection X0(t) from B to A. This
 orbit lies in the transversal intersection of ΣA and ΣB. As a consequence of
 this orbit, and the complex eigenvalues at each fixed point, ΣB wraps itself
 tightly around γA, and similarly for ΣA and γB. It is the interacting roles
 of these manifolds that creates new heteroclinic orbits, and these heteroclinic
 orbits can be seen to act as the skeleton of the dynamics for this system.
 To begin to see the structure of these manifolds, it is important first to observe
 the relative positions of the 1-D manifolds γA and γB. These manifolds are
 shown in Figure 2.11 for c = 1.4. The relative positions of these manifolds
 remains unchanged in the parameter interval we are concerned with.
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 Figure 2.11: The one-dimensional manifolds γA and γB, and their intersections
 with the plane x = 0. The diagram here is shown for c = 1.4.
 The fixed point A has one branch of γA that diverges to −∞ (the non-
 interacting arm), and one branch that pierces the Poincare section, comes close
 to B, returns to the section and again diverges to −∞. The 1-D manifold γB
 behaves in a similar fashion due to the reversing symmetry.
 Figure 2.12 gives a schematic diagram for the positions of the manifolds ΣA
 and ΣB at c = 1.4. This diagram may be constructed by evaluation of the time
 delay function along selected lines in the y−z plane. The time delay functions
 shown have been evaluated along the line z = 0.3. The solid line indicates
 T+(y0) and the dashed line indicates T−(y0). Logarithmic singularities of these
 two functions detect points in ΣA, ΣB respectively. The plot for T+(y0) has
 been magnified to show the logarithmic singularity with a local maxima that
 is not yet a logarithmic singularity. This maximum is detecting Σ3A nearby,
 and as the Σ3 manifolds will push through closer to the y-axis, this maximum
 will turn into a pair of logarithmic singularities.
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 Figure 2.12: Sketch of the intersections of ΣA,B and γA,B with the y− z plane
 at c = 1.4, with time delay functions.
 2.4.2 Heteroclinic Bifurcations
 Recall that dx/dt = y and so in Figure 2.12 orbits travel into the paper in the
 y < 0 half-plane, and out of the paper in the y > 0 half plane. We now explain
 the symbolic dynamics on the Σ manifolds. Different sections of ΣA ∩{x = 0}
 are labelled ΣmA , where m is the number of intersections with the plane x = 0
 in positive time (including the point on that section itself), before converging
 to A. Similarly, points in ΣnB cross the plane x = 0 n times before converging
 to B in negative time. Thus the mapping rule is
 ΣmAinto−−→ Σm−1A and ΣnB
 onto−−→ Σn+1B in positive time,
 ΣmAonto−−→ Σm+1A and ΣnB
 into−−→ Σn−1B in negative time.
 (2.27)
 The rules (2.27) are just applications of ϕ and ϕ−1 respectively. Clearly, due
 to the reversing symmetry, ΣA (γA) is the image under reflection in the y-axis
 of ΣB (γB). Another basic property of the Σ-manifolds is that Σm lies in the
 47

Page 48
                        
                        

2. The Michelson System Heteroclinic Solutions
 y < 0 half plane if and only if m is odd. Figure 2.13 shows a numerically
 calculated plot of the Σ-manifolds, which uses the time delay function in a
 continuation-type algorithm to track the manifolds, and hence also the bifur-
 cating heteroclinic orbits. This figure is also for c = 1.4, and is a numerical
 reproduction of Figure 2.12.
 Due to the fact that γA has a non-interacting arm, each ΣnB can also have
 non-interacting parts. This is reflected in Figures 2.12 and 2.13; each piece
 of Σ1B that lies to the left of Σ1A is non-interacting, and does not return to
 the Poincare plane in positive time. The remaining part of Σ1B is interacting,
 and maps to Σ2B (by (2.27), and then to Σ3B, which then again all lies in the
 non-interacting region.
 At c = c1 = 1.2827 the first heteroclinic bifurcation occurs—ΣkA touches Σ
 4−kB
 (k = 1, 2, 3), and unfolds immediately into a pair of symmetric heteroclinic
 orbits, see Figure 2.4.2. These orbits both have three zeros, and we shall
 call them (2,2) heteroclinic orbits—in general we label the heteroclinic point
 ΣmA ∩ΣnB∩{x = 0} by (m,n). Note that this labelling is not unique. Under the
 mapping rule (2.27), we have the following rule for the mapping of heteroclinic
 points under ϕ,
 (m,n)→ (m− 1, n+ 1). (2.28)
 The number of zeros of a (m,n) orbit is m+n− 1, the sum m+n is even and
 is clearly invariant under (2.28). This (2,2) orbit is the first in the principle
 sequence of heteroclinic bifurcations, these have been identified by [64, 84].
 Note however the consequences of these new orbits—a part of Σ3B now becomes
 interacting, and so new pieces Σ4B and Σ5B appear (similarly for ΣA). The
 principle sequence cn continues to produce new (m,n) orbits by this mechanism
 as c is decreased. However, this is not the only heteroclinic family produced.
 After c2 = 1.2746, there is what Lau calls a degenerate heteroclinic bifurcation,
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 Figure 2.13: Numerical diagram of the intersections of ΣA,B and γA,B with the
 y − z plane at c = 1.4.
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 Figure 2.14: The first heteroclinic bifurcation at c1 = 1.2827, which unfolds to
 give two (2,2) heteroclinic orbits.
 at c2 = 1.27442. This is where the folding begins, the ΣB begin to fold back
 onto ΣA to create a new, symmetric pair of asymmetric heteroclinic orbits.
 These degenerate heteroclinic orbits appear to occur between each c2n and
 c2n+1.
 There are many more heteroclinic bifurcations occurring as c decreases, the
 order of which is too complicated to analyse in detail. The principle sequence
 rapidly converges to c∞ = 1.26623, at the limit of which is the saddle-node
 bifurcation of periodic orbits identified in section 2.3. These are the periodic
 orbits of the primary branch (the ‘noose’). From the analysis in section 2.3.3,
 we know that immediately after the saddle-node bifurcation the stable and
 unstable manifolds of the hyperbolic orbit surround the elliptic orbit and will
 typically intersect transversally, and as a consequence for c < c∞ there is a
 chaotic ‘explosion’ of periodic orbits with arbitrarily high period. There is also
 a corresponding explosion of heteroclinic orbits at this point.
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 Figure 2.15: a) Odd heteroclinic orbits born in the principle sequence. b)
 Symmetric pair of asymmetric heteroclinic orbits, c = 1.25.
 2.4.3 Formation of a Horseshoe
 For c < c∞, more heteroclinic bifurcations continue to occur, until the ‘last
 heteroclinic’ at cL = 1.26390. This produces two more (3,3) orbits, and marks
 the completion of the “cocoon” bifurcations and the formation of a Smale
 horseshoe for ϕ.
 As can be seen from Figure 2.4.3, the cocoon bifurcations result in the remark-
 able situation where we can see a horseshoe being developed—we need only
 track the heteroclinic orbits that are born by the mechanisms described above.
 These heteroclinic orbits can be counted for c < 1.26390 from the following:
 N (ΣmA ) = 2(m−1)/2 (m odd),
 51

Page 52
                        
                        

2. The Michelson System Heteroclinic Solutions
 N (ΣnB) = 2(n−1)/2 (n odd)
 whereN denotes ‘number of pieces’. This gives that the number of heteroclinic
 (m,n) orbits in is N (ΣmA ∩ ΣnB) = 2
 (m−1)/22(n−1)/2. The symmetric orbits can
 be counted similarly. For heteroclinic orbits with a high number of zeros, we
 can see that most of them will be asymmetric connections [77], although only
 symmetric connections were identified in [61].
 z
 y
 γA
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 γB
 γB
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 Σ2A
 Σ3A
 Σ4A
 Σ5AΣ1B
 Σ2B
 Σ3B
 Σ4B
 Σ5B
 Figure 2.16: After the last heteroclinic bifurcation. The pieces of Σ3 clearly
 trace out a Smale horseshoe [77].
 Although this identifies only a topological horseshoe, it appears that the struc-
 ture is hyperbolic. Standard analysis of hyperbolic horseshoes shows that the
 mapping is topologically conjugate to a full shift on two symbols [105], say
 0 and 1. The symbols label the two ‘vertical strips’ of Σ5B, say. The peri-
 odic orbits found numerically all appear hyperbolic in the region for which the
 horseshoe exists, and match perfectly with the encoding for a full shift on two
 symbols. The primary branch comprises the two ‘fixed points’ for the horse-
 shoe 0 and 1, where the bar denotes infinite repetition in both directions. It
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 has been previously supposed that as we decrease c below 1.26624, the only
 periodic orbits created are those that are directly connected to k-bifurcations
 and subordinate period-doubling and symmetry breaking bifurcations of the
 primary branch [36, 61]. However, the presence of the horseshoe implies the
 existence of many more orbits, as may be easily seen, for example, by looking
 at the periodic orbits of prime period in the horseshoe.
 Symmetry properties of the orbits in the horseshoe may also be deduced from
 the symbolic encoding, assuming hyperbolicity. Consider an orbit in terms of
 its bi-infinite sequence {. . . , a−2, a−1, a0, a1, a2, . . .}, ai = 0 or 1. This orbit
 intersects Fix R if and only if there exists j ∈ Z such that
 aj−k = aj+k, k ∈ Z or aj−k+1 = aj+k, k ∈ Z.
 The number of distinct ways in which the sequence is symmetric in this way
 is the number of intersections the orbit has with Fix R. Note that an orbit is
 a symmetric periodic orbit if and only if it intersects Fix R twice, see Lemma
 4.4.1.
 The resulting topology found above remains unchanged in the parameter win-
 dow 0.91839 < c < 1.26390; the system is structurally stable. This also agrees
 with numerical observations, see Figure 2.6. Figure 2.17 shows a schematic
 diagram for sequence of heteroclinic and periodic orbit bifurcations leading up
 to the formation of the horseshoe.
 A similar analysis to that summarised here has been carried out on a two-
 parameter family of three dimensional ODEs which model a Lur’e-type feed-
 back system [59]. At an isolated parameter value, this system is equivalent to
 the Michelson system where c = 1/√2.
 Recently, Wilczak has produced a computer assisted proof for the existence
 of the horseshoe at the parameter value c = 1 [123]. The proof is based on
 the study of the return map of different regions in the plane z = 0 to find a
 topological horseshoe.
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 Figure 2.17: Schematic diagram showing heteroclinic bifurcations and periodic
 orbits bifurcations as c is decreased from 1.2827. Compare also with Figure
 2.6.
 Label Bifurcation Parameter Value
 c1 Heteroclinic bifurcation 1.2827
 c2 Heteroclinic bifurcation 1.2746
 c2 Degenerate heteroclinic bifurcation 1.27442
 c3 Heteroclinic bifurcation 1.2677
 c4 Heteroclinic bifurcation 1.2669
 c∞ Saddle-node bifurcation 1.26623
 cL Last heteroclinic bifurcation 1.26390
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Chapter 3
 Reversible Hopf-Zero
 Bifurcation
 In this chapter we analyse the local ‘Hopf-zero’ bifurcation in the space of
 three dimensional purely R-reversible systems, where dim Fix R = 1,
 x = F (x, λ), x := (x, y, z) ∈ R3, λ ∈ R,
 where F (R(x)) = −DR|x ∙ F (x). By Bochner’s Theorem [10] (or see [86,
 Section 5.2, Theorem 1]), we may take the local action of R to be linear.
 Consistent with the Michelson system symmetry action (2.12), we take the
 action to be a twofold rotation about the y axis:
 R(x, y, z) = (−x, y,−z). (3.1)
 R-reversibility then implies that
 F ◦R = −R ◦ F.
 We assume that there is a symmetric equilibrium. A simple calculation shows
 that the eigenvalues about any symmetric equilibrium are either 0,±α or
 0,±αi. Assume also (as a generic codimension one hypothesis) that α 6= 0. In
 the first case, without loss of generality we may assume that the linear part of
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 the vector field is such that
 DxF (0, 0) =
 0 α 0
 α 0 0
 0 0 0
 ,
 and a standard centre manifold reduction will reduce the normal form to a one-
 dimensional system. This reduction may be chosen to respect the reversing
 symmetry. The normal form will then generically be given by
 z = λ+ az2 + ∙ ∙ ∙
 where a 6= 0, and the reversing symmetry acts as R(z) = (−z). This bifur-
 cation therefore generically (codimension one) gives rise to a saddle node of
 asymmetric equilibria, which meet at the singularity in a symmetric point, and
 the dynamics are trivial.
 In this chapter we shall treat the case where the eigenvalues are 0,±αi, α 6= 0.
 This is a codimension one bifurcation in reversible (R), volume-preserving
 (VP), and reversible-volume-preserving (RVP) vector fields, it occurs in the
 Michelson system at c = 0, and has been studied in the dissipative and vol-
 ume preserving cases in [11, 12, 13, 15, 30, 42, 52, 110]. We establish first
 the existence of simple solutions (fixed points and periodic orbits with period
 approximately equal to 2π/α) in section 3.1. Normal forms in the general
 (generic) case are given in section 3.2 for R, VP, and RVP vector fields, and
 the normal form for the Michelson system is computed in section 3.3, where
 the phase space is shown to have an asymptotically integrable form. The
 asymptotic solutions are computed analytically using the method of multiple
 time scales. In section 3.4 we prove the generic existence of complex codi-
 mension one phenomena in the R and RVP cases, in particular heteroclinic
 and homoclinic cycle bifurcations, see Theorems 3.4.1 and 3.4.2. However, the
 analysis shows that the presence of these heteroclinic/homoclinic bifurcations
 cannot be checked through any finite jet of the normal form, as is the case for
 homoclinic orbits in dissipative/divergence free systems, see [15].
 56

Page 57
                        
                        

3. Reversible Hopf-Zero Bifurcation Simple Solutions
 3.1 Simple Solutions
 Here we examine the simplest solutions emerging in unfoldings of the Hopf-zero
 bifurcation. These are stationary solutions, and periodic solutions with period
 approximately equal to 2π/α, due to the purely imaginary pair of eigenvalues.
 We find such solutions with Liapunov-Schmidt reduction.
 In the x, y, z variables the system may be written
 x = −αy + xzg(x2, y, z2, μ),
 y = αx+ yzg(x2, y, z2μ), (3.2)
 z = h(x2, y, z2, μ).
 Denote the right hand side as F : R3 × R→ R3.
 We search for periodic solutions with period approximately equal to 2π/α,
 since the fixed point solutions are trivially periodic with any period. Then let
 x(t) (x ∈ R3) be periodic with period
 2π
 α(1 + τ)≈2π
 α,
 where τ ≈ 0. Now let u(t) = x( tα(1+τ)
 ), then u(t) is a solution of
 α(1 + τ)du
 dt− F (u, μ) = 0, (3.3)
 with period equal to 2π. Let C2π, C12π be the spaces of continuous (resp. C
 1)
 functions from R into R3. These are Banach spaces with suitably defined
 norms. Now define the operator N : C1([0, 2π],R3) × R × R → C([0, 2π],R3)
 by
 N (u, μ, τ ) = α(1 + τ)du
 dt− F (u, μ). (3.4)
 Then zeros of N correspond to zeros of system (3.2) with period approximately
 equal to 2π. Note that in fact N is an R× S1 reversible-equivariant function,
 where S1 acts like
 φu(t) = u(t− φ). (3.5)
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 To use Liapunov-Schmidt reduction, we need to find the kernel of DN|0:
 DN|0u =du
 dt−DF |0u.
 We note that DN|0 is a Fredholm operator of index zero [29, 45]. Clearly u is
 in the kernel of DN|0 iff u(t) = eAtu0, where A = DF |0. We can then identify
 the kernel of DN|0 with C × R by letting u(t) = (Im v(t),Re v(t), z0) :=
 (Im (e−itv0),Re (e−itv0), z0), where v0 := y0 + ix0 ∈ C. Then we have proved
 part 1 of the following proposition.
 Proposition 3.1.1. 1. dim kerDN|0 = 3.
 2. Solutions in the kernel of DN|0 in the reduced equation correspond to
 fixed points of the full system (3.2) if and only if v(t) = v0 = 0.
 We write C12π = kerDN|0 ⊕M and C2π = range DN|0 ⊕ N , with M and N
 suitably chosen complements, defined in Lemma 3.1.2. Now DN|0 : M →
 range DN|0 is invertible (this follows since DN|0 is Fredholm, see [45]) and
 hence we may apply the Implicit Function Theorem to reduce to a map f :
 kerDN|0×R×R→ N . Given that the kerDN|0 and range DN|0 are invariant
 subspaces of the symmetry group Z2(R)×S1, the reduced equation will inherit
 all the symmetries of the original equation [44]; here the symmetries act on
 the kernel as:
 S1 : φ((Im(e−itv0),Re(e
 −itv0), z0))= (Im(e−i(t−φ)v0),Re(e
 −i(t−φ)v0), z0)
 Z2(R) : R((Im(e−itv0),Re(e
 −itv0), z0))= (Im(e−itv0),Re(e
 −itv0),−z0)
 The splittings as defined in Lemma 3.1.2 satisfy this condition. Now to prove
 part 2, we observe that fixed points and periodic orbits of (3.2) have different
 isotropies with respect to the S1-symmetry, and isotropies are conserved by
 the Liapunov-Schmidt reduction [45].
 Lemma 3.1.2. There exists an Z2(R)×S1-invariant splitting of C2π given by
 C2π = range DN|0 ⊕ kerDN|0, .
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 and also an Z2(R)× S1-invariant splitting of C12π given by
 C12π = kerDN|0 ⊕M,
 where M = range DN|0 ∩ C12π.
 Proof. Computations similar to those in [45] verify that the above are
 invariant splittings for C2π and C12π.
 Then we obtain a reduced equation
 f : kerDN|0 × R× R→ kerDN|0
 that is Z2(R) × S1 equivariant. As before we shall associate kerDN|0 with
 C× R. Let
 f(v, z, μ, τ ) =
 fv(v, z, μ, τ )
 fz(v, z, μ, τ )
 .
 Then the condition that f should be Z2(R)× S1 symmetric gives:
 Z2(R)
 fv(v,−z, μ, τ ) = −fv(v, z, μ, τ ),
 fz(v,−z, μ, τ ) = fz(v, z, μ, τ ),
 S1
 fv(eiφv, z, μ, τ ) = eiφfv(v, z, μ, τ ),
 fz(eiφv, z, μ, τ ) = fz(v, z, μ, τ ),
 with v ∈ C, z ∈ R. Then f must have the form
 f(v, z, μ, τ ) =
 vzp(|v|2, z2, μ, τ ) + ivq(|v|2, z2, μ, τ )
 fz(|v|2, z2, μ, τ )
 . (3.6)
 Again, standard computations as in the generic Hopf Theorem follow through
 here, to show that q(0, 0, 0, 0) = 0 and qτ (0, 0, 0, τ) 6= 0. Then we may apply
 the implicit function theorem to solve q = 0 with the implicit function τ =
 τ(|v|2, z, μ).
 Recall that fixed point solutions in the full system correspond to fixed point
 solutions in kerDN|0 of f(v, z, μ, τ ) = 0. Also these solutions have the extra
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 symmetry of τ → τ + ε, for any ε. Thus we may remove τ from (3.6) and set
 v = 0, and find solutions to the equation
 fz(0, z2, μ, 0) = 0.
 It can be checked that with the generic conditions ∂h∂μ(0, 0, 0, 0) 6= 0,
 ∂2h∂z2(0, 0, 0, 0) 6= 0 we obtain the following bifurcation equation for fixed points:
 fz(0, z2, μ, 0) = μ+ cz2 + ∙ ∙ ∙ , c 6= 0.
 Thus there is a saddle-node of fixed points. We also have that if sgn(∂2h∂z2|0)6=
 sgn(∂h∂μ|0)then the fixed points appear for μ > 0, otherwise they exist for
 μ < 0.
 Now we search for R-reversible periodic solutions. Since isotropies are
 conserved by Liapunov-Schmidt reduction, these solutions will exist in the
 plane z = 0 in kerDN|0. Then we would like to solve the equation
 fz(|v|2, 0, μ, τ (|v|2, 0, μ)) = 0. As before, the generic conditions ∂h∂μ(0, 0, 0, 0) 6=
 0, ∂2h∂r2(0, 0, 0, 0) 6= 0 imply that we can solve fz = 0 with the implicit function
 μ = μ(|v|2) to find a one parameter family of periodic solutions with period
 approximately equal to 2π. As a final remark, we note that it can be shown
 that if sgn(∂2h∂r2|0)6= sgn
 (∂h∂μ|0)(where r2 = x2 + y2) then the branch of
 periodic orbits appears for μ > 0, otherwise it exists for μ < 0.
 3.2 Normal Forms
 Here we present normal forms for unfoldings of the reversible (R), volume-
 preserving (VP), and reversible-volume-preserving (RVP) Hopf-zero singular-
 ity modulo flat terms, which as we shall see play an important role in the
 description of the unfolding of the singularity. As before, R again acts as
 (2.12).
 A direct calculation shows that without loss of generality, in all cases R, VP,
 RVP, we may consider the linear part L (after Jordan Normal Form) of the
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 singularity of the vector field on R3 to be
 x = −αy,
 y = αx,
 z = 0.
 As previously mentioned, such a singularity is codimension 1 in the space of
 R, VP, and RVP vector fields. This follows as an indirect extension of the
 existing linear unfolding theory, see [12, 57].
 The above linear part is invariant under rotations about the z-axis, and we
 can use a result by Elphick et al. [37] that at every order, the normal form of
 a vector field can be chosen such that it possesses the symmetry group
 {exp(tST )|t ∈ R}, (3.7)
 where L = N + S is the decomposition of L into its nilpotent and semi-simple
 part. Thus each order of the Taylor series can systematically be made invariant
 under this same rotational symmetry. However, terms that are beyond all
 orders may break this S1 symmetry, these are the ‘flat’ terms—terms for which
 every derivative evaluated at the singularity is equal to zero, see section 3.4.
 In polar coordinates x = r cos θ, y = r sin θ and rescaling time, we have that
 the S1-symmetric part of the vector field may be written as
 θ = f(r2, z),
 r = rg′(r2, z), (3.8)
 z = h′(r2, z),
 where g′(0, 0) = h′(0, 0) = ∂h′
 ∂z(0, 0) = 0, f(0, 0) = α. In fact, we may take
 f(r2, z) ≡ α which can be obtained by a reparametrisation of the vector field.
 The proof that this may be done respecting a volume preserving structure is
 contained in [11], and the same proof may also be used in the other cases here.
 We give the argument here for the case RVP, since the other cases then follow
 trivially.
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 In polar coordinates x = r cos θ, y = r sin θ the volume dx∧dy∧dz transforms
 to rdr∧ dθ∧ dz, and the reversing symmetry (2.12) acts as R(r, θ, z) = (r, π−
 θ,−z). We consider the vector field
 θ = α,
 r = rαg′(r2, z)
 f(r2, z), (3.9)
 z =αh′(r2, z)
 f(r2, z).
 Since our original vector field preserves the volume rdr ∧ dθ ∧ dz, this vector
 field preserves the volume frdr ∧ dθ ∧ dz. We note also that the normal form
 for this vector field will remain the same up to any arbitrarily high order,
 since f(0, 0) 6= 0. We now would like to reparametrise the polar coordinate
 r = r(r2, z, μ) such that in the new coordinates the volume transforms back to
 the form rdr ∧ dθ ∧ dz, and the reversing symmetry is unaffected. We would
 then like to solve
 f(r2, z, μ)rdr = rdr, r(0, z, μ) = 0,
 which has the solution
 r2(r2, z, μ) =
 ∫ r2
 0
 f(s, z, μ)ds.
 We note also that r2(r2,−z, μ) = r2(r2, z, μ), so the reversing symmetry is
 unaffected.
 We shall denote such an S1-symmetric vector field by X(x, y, z) : R3 → R3.
 This is our original vector field X modulo flat terms, so we may write X =
 X + p, where p(x, y, z) : R3 → R3 is flat in (x, y, z).
 A result by Broer [12] shows that for volume preserving vector fields, the nor-
 mal form may also be chosen to be volume preserving at every order. We can
 combine this result with that of Lamb [72], who showed that for reversible
 vector fields the normal form can be obtained directly from the general (non-
 symmetric) normal form, also respecting the symmetry group (3.7). So in
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 the cases R, RVP, we may choose our form (3.9) so that it is also reversible,
 respectively reversible volume-preserving, giving
 θ = α,
 r = rzg(r2, z2), (3.10)
 z = h(r2, z2),
 where h(0, 0) = 0. We may then decouple the angle variable and write down
 the normal form for each case as:
 R :r = a1rz + O(|r, z|4)
 z = b1r2 + b2z
 2 +O(|r, z|4),(3.11)
 VP :r = −a1rz + O(|r, z|3)
 z = b1r2 + a1z
 2 +O(|r, z|3),(3.12)
 RVP :r = −a1rz + O(|r, z|4)
 z = b1r2 + a1z
 2 +O(|r, z|4),(3.13)
 with a1, b1, b2 constants. The above systems were shown by Takens to be
 2-determined up to C0 orbital equivalence, under the generic conditions
 a1, b1, b2 6= 0 and b2 − a1 6= 0 [108]. Note that the S1-symmetric 2-jets are
 the same for the generic (codimension 2) case and the reversible case. Phase
 portraits for these systems are given, for example, in [53]. We include them
 here for completeness. We are now interested in unfoldings of these planar vec-
 tor fields. With the generic condition ∂h∂μ(0, 0) 6= 0 the following 1-parameter
 unfoldings of the reduced planar vector fields are versal (but not for the 3D
 vector fields):
 R :r = a1rz + O(|r, z, μ|3)
 z = b1r2 + b2z
 2 + μ+O(|r, z, μ|3),(3.14)
 VP :r = −a1rz + O(|r, z, μ|3)
 z = b1r2 + a1z
 2 + μ+O(|r, z, μ|3),(3.15)
 RVP :r = −a1rz + O(|r, z, μ|3)
 z = b1r2 + a1z
 2 + μ+O(|r, z, μ|3).(3.16)
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 In the case VP this follows from a blow up of the vector field, see [12, 13]. The
 general normal form for the 2-jet in the case VP can be written
 r = −a1rz + a2μr,
 z = b1r2 + a1z
 2 + μ− 2a2μz + b2μ2.
 We now rescale
 R : r =√|b1b2|r, z = −b2z, μ = −b2μ,
 VP, RVP : r =√|b1a1|r, z = −a1z, μ = −a1μ,
 and dropping bars, we obtain
 r = arz + O(|r, z, μ|3),
 z = br2 − z2 + μ+O(|r, z, μ|3),(3.17)
 with a, b constants, with
 R : a = −a1/b2, b =
 +1 if sgn(b1) 6= sgn(b2)
 −1 else.
 VP, RVP : a = 1, b =
 +1 if sgn(b1) 6= sgn(a1)
 −1 else.
 The classification of such systems is known [53, 108], we include the phase
 portraits for each case in figure 3.1. For each case, the simplest solutions
 appearing in the normal form are two equilibria and a periodic solution, all
 which come out of the bifurcation point not necessarily together. Note that
 if we embed our system into a 4-dimensional system by extending the phase
 space with the inclusion of the parameter μ (now Fix R is two dimensional),
 then the branch of periodic solutions is reminiscent of a Liapunov centre for
 the fixed point, and this agrees with results obtained for reversible systems in
 [32].
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 zzz
 zzz
 zzz
 rrr
 rrr
 rrr
 μ < 0
 μ < 0
 μ < 0
 μ = 0
 μ = 0
 μ = 0
 μ > 0
 μ > 0
 μ > 0
 Case 1: a > 0, b = 1
 Case 2: a ∈ (−1, 0), b = 1
 Case 3: a ≤ −1, b = 1
 Figure 3.1: Unfoldings of the Hopf-zero bifurcation, cases 1–3.
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 z z z
 z z z
 z z z
 r r r
 r r r
 r r r
 μ < 0
 μ < 0
 μ < 0
 μ = 0
 μ = 0
 μ = 0
 μ > 0
 μ > 0
 μ > 0
 Case 4: a > 0, b = −1
 Case 5: a ∈ (−1, 0), b = −1
 Case 6: a ≤ −1, b = −1
 Figure 3.1: Unfoldings of the Hopf-zero bifurcation, cases 4–6.
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 Clearly only cases 1 and 4 are possible in the VP and RVP cases. Case 1
 has been studied in [14], where it was shown that there exists infinitely many
 moduli of strong stability for generic unfoldings, depending on the saddle con-
 nection that appears for μ > 0. All other features in this case are hyperbolic
 and therefore structurally stable. Case 2 is structurally stable for μ > 0. For
 μ < 0 the (reversible) KAM theory may be applied to show the existence of
 invariant tori close to the singularity. Similar properties hold for case 3. Cases
 5 and 6 do not possess any centres, and since all fixed points and periodic
 orbits are hyperbolic, these unfoldings are structurally stable.
 We will focus on case 4, and the effect of S1-symmetry breaking terms. This
 unfolding displays degenerate features for μ > 0—the two 2-dimensional invari-
 ant manifolds of each fixed point coincide, forming a continuous ‘heteroclinic
 shell’. Also the two 1-dimensional manifolds coincide, forming a 1D connection
 for all μ > 0, which is another degenerate feature. In section 3.2.1, we find
 that the Michelson system also falls into case 4 (in the RVP case), and we may
 expect many of the features discovered to occur generically in section 3.4 to
 appear in the Michelson system, at least under flat C∞ perturbation.
 3.2.1 Normal Form for the Michelson System
 We now compute the normal form for the Michelson system (2.2), so as to put
 it into the form (3.17). We begin with
 x = y
 y = z
 z = c2 −1
 2x2 − y.
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 We first put the linear part of the extended 4-dimensional system (including
 the equation ˙(c2) = 0) into Jordan Normal Form by the change of variables
 x
 y
 z
 c2
 =
 0 0 1 0
 0 1 0 0
 1 0 1 0
 0 −1 0 1
 x
 y
 z
 c2
 .
 In the new coordinates the system becomes
 x = −y −1
 2(z − x)2
 y = x
 z = c2 −1
 2(z − x)2
 ˙(c2) = 0.
 We now introduce the nonlinear, locally invertible change of coordinates
 x
 y
 z
 =
 x
 y
 z
 +
 −13xy + 1
 2yz
 −16x2 − 1
 3y2 − 1
 2z2
 −14xy + yz
 .
 It may be checked that the system now takes the form
 x = −y +1
 2xz +O(|x, y, z|3)
 y = x+1
 2yz +O(|x, y, z|3)
 z = c2 −1
 2z2 −
 1
 4(x2 + y2) +O(|x, y, z|3),
 where we have dropped the tilde and relabelled c → c. Now, in polar coordi-
 nates x = r cos θ, y = r sin θ, we have:
 θ = 1 + O(|r, z|2)
 r =1
 2rz +O(|r, z|)3)
 z = c2 −1
 2z2 −
 1
 4r2 +O(|r, z|3).
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 In accordance with section 3.2, we drop the θ equation and rescale
 r → 2√2r
 z → 2z
 c2 → 2c2
 to put the system into the form
 r = rz +O(|r, z|3)
 z = c2 − z2 − r2 +O(|r, z|3).(3.18)
 This system is now in the form (3.17), with a = 1 and b = −1. Note that
 the reversing symmetry still acts in the same way. Therefore the Michelson
 system falls into case 4, as in figure 3.1. This is the case that we will analyse
 in section 3.4.
 3.3 Asymptotic Solutions for the Michelson
 System
 We now present an alternative approach for obtaining the asymptotic form of
 system (2.2) as c → 0, where it is possible to derive analytic solutions for all
 bounded orbits. This analysis effectively recovers the formal normal form by
 searching for solutions which evolve on different time scales, but it does not
 depend on the introduction of normal form variables. The material in this
 section has been published in Nonlinearity [120]. Some of the results in this
 section—in particular, the analytic form of the heteroclinic orbits—have also
 been proved by Adams et al. [2].
 3.3.1 Perturbation Expansions
 As previously mentioned, due to the pure imaginary pair of eigenvalues in the
 spectrum at c = 0, the normal form will exhibit an S1 symmetry at each order
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 of the expansion [37]. In order to reflect this symmetry, we introduce polar
 coordinates
 y = ρ cos θ, z = ρ sin θ,
 into equations (2.2), giving
 xt = ρ cos θ
 ρt = (c2 −1
 2x2) sin θ (3.19)
 θt = −1 + (c2 −1
 2x2)cos θ
 ρ.
 We rescale
 x→ 2εx, ρ→ 2ερ
 and let c2 = 2ε2. Then
 xt = ρ cos θ
 ρt = ε(1− x2) sin θ (3.20)
 θt = −1 + ε(1− x2)cos θ
 ρ.
 Now assume ε � 1, and analyse equations (3.20) using a multiple time scale
 analysis. Let x(t) = x(t, τ1, τ2, ∙ ∙ ∙ ), where τ1 ≡ τ = εt, τ2 = ε2t. Expanding in
 the small parameter ε, we have
 x ' x0 + εx1 + ∙ ∙ ∙ (3.21)
 with similar expressions for ρ and θ, together with
 d
 dt=
 ∂
 ∂t+ ε
 ∂
 ∂τ+ ∙ ∙ ∙ .
 Then (3.20) may be formally written
 ( ∂∂t+ ε ∂
 ∂τ+ ∙ ∙ ∙ )(x0 + εx1 + ∙ ∙ ∙ )
 = (ρ1 + ερ1 + ∙ ∙ ∙ ). cos(θ0 + εθ1 + ∙ ∙ ∙ ), (3.22)
 ( ∂∂t+ ε ∂
 ∂τ+ ∙ ∙ ∙ )(ρ0 + ερ1 + ∙ ∙ ∙ )
 = ε(1− (x0 + εx1 + ∙ ∙ ∙ )2). sin(θ0 + εθ1 + ∙ ∙ ∙ ), (3.23)
 ( ∂∂t+ ε ∂
 ∂τ+ ∙ ∙ ∙ )(θ0 + εθ1 + ∙ ∙ ∙ )
 = −1 + ε(1− (x0 + εx1 + ∙ ∙ ∙ )2).cos(θ0+εθ1+∙∙∙ )ρ0+ερ1+∙∙∙
 . (3.24)
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 In the subsequent analysis we carry out the perturbation to order ε in x.
 Equating successive powers of ε, we find
 Order ε0:
 ∂x0
 ∂t= ρ cos θ0
 ∂ρ0
 ∂t= 0
 ∂θ0
 ∂t= −1,
 with solutions
 θ0 = −t+ A(τ)
 ρ0 = B(τ) (3.25)
 x0 = B(τ) sin(t− A(τ)) + C(τ).
 Order ε1:
 ∂x0
 ∂τ+∂x1
 ∂t= ρ1 cos θ1 − ρ0θ1 sin θ0
 ∂ρ0
 ∂τ+∂ρ1
 ∂t= (1− x20) sin θ0
 ∂θ0
 ∂τ+∂θ1
 ∂t= (1− x20)
 cos θ0ρ0
 ,
 which become
 ∂x1
 ∂t= ρ1 cos θ0 − ρ0θ1 sin θ0 +
 ∂B
 ∂τsin θ0 +B
 ∂A
 ∂τcos θ0 −
 ∂C
 ∂τ(3.26)
 ∂ρ1
 ∂t= (1− (B sin θ0 − C)
 2) sin θ0 −∂B
 ∂τ(3.27)
 ∂θ1
 ∂t= (1− (B sin θ0 − C)
 2)cos θ0B−∂A
 ∂τ. (3.28)
 The idea now is to remove secular terms from this system. In the equations
 (3.27), (3.28), the right hand sides contain terms (similar to)
 (1− (B sin θ0 − C)2) sin θ0
 = (1− B2 sin2 θ0 + 2BC sin θ0 − C2) sin θ0
 = (1− C2 −3B2
 4) sin θ0 − BC cos 2θ0 +
 B2
 4sin 3θ0 +BC.
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 Thus we can write ∂ρ1∂t= ∂ρ1
 ∂t
 ∣∣s +
 ∂ρ1∂t
 ∣∣n, where the suffixes s and n indicate
 secular and nonsecular terms respectively. Separating the parts, we have
 ∂ρ1
 ∂t
 ∣∣∣∣n= (1− C2 −
 3B2
 4) sin θ0 − BC cos 2θ0 +
 B2
 4sin 3θ0
 ∂ρ1
 ∂t
 ∣∣∣∣s= BC −
 ∂B
 ∂τ.
 To avoid secular growth in equation (3.27), we require
 ∂B
 ∂τ= BC. (3.29)
 Similarly for equation (3.28),
 (1− (B sin θ0 − C)2)cos θ0B=1
 B(1− C2) cos θ0 + C sin 2θ0
 −B
 4(− cos 2θ0 + cos θ0),
 giving
 ∂θ1
 ∂t=(1− c2)B
 cos θ0 + C sin 2θ0 −B
 4(− cos 3θ0 + cos θ0)−
 ∂A
 ∂τ.
 To avoid secular growth in equation (3.28), we require
 ∂A
 ∂τ= 0, (3.30)
 so A(τ) is constant, equal to A, say. In equation (3.26), we ignore the non-
 secular terms ∂B∂τsin θ0 and B
 ∂A∂τcos θ0. Consider ρ1 cos θ0: from equations
 (3.27), (3.29) the solution for ρ1 is
 ρ1 = (1− C2 −3B2
 4) cos θ0 + terms with sin 2θ0, cos 3θ0.
 Hence,
 ρ1 cos θ0 = (1− C2 −3B2
 4)(1 + cos 2θ0)
 2+ ∙ ∙ ∙
 =1
 2(1− C2 −
 3B2
 4) + oscillatory terms.
 Similarly, consider ρ0θ1 sin θ0. By (3.28), (3.30), the solution for θ1 is
 θ1 = −
 (1− C2
 B
 )
 sin θ0 +B
 4sin θ0 + terms with cos 2θ0, cos 3θ0,
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 and so
 ρ0θ1 sin θ0 = − B
 (1− C2
 2B
 )
 +B2
 8+ ∙ ∙ ∙ = −
 (1− C2
 2
 )
 +B2
 8
 +oscillatory terms.
 To avoid secular growth in equation (3.26), we require
 1
 2
 (
 1− C2 −3B2
 4
 )
 −
 (
 −(1− C2)2
 +B2
 8
 )
 −∂C
 ∂τ= 0
 or∂C
 ∂τ= 1− C2 −
 B2
 2. (3.31)
 We now analyse equations (3.29) and (3.31), which describe evolutions of the
 amplitudes B and C on the slow time scale τ . In particular, a full analytic
 solution to this coupled system is obtained. Moreover, the connection between
 (x, ρ) and (B,C) is given in equations (3.18), and we see that the latter vari-
 ables are obtained by averaging the former over one period in the fast time
 scale: i.e.
 ρ0 :=1
 2π
 ∫ 2π
 0
 ρ0(τ)dt = ρ0(τ) = B(τ), (3.32)
 x0 :=1
 2π
 ∫ 2π
 0
 x0(t, τ )dt ' C(τ). (3.33)
 3.3.2 Explicit Solutions
 Hamiltonian Structure
 Equations (3.29) and (3.31) can be written in Hamiltonian form with canonical
 variables (B2, C), and Hamiltonian function
 H = B2(1− C2 −B2
 4) (3.34)
 Level surfaces then correspond to H = const, which are shown in figure 3.2,
 and which we now examine in detail. Evolution of (B(τ), C(τ)) on the slow
 time scale occurs on the level surfaces shown in figure 3.2. This is consistent
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 with the normal form procedure, which produces the same figure (see section
 3.2): as noted earlier, the normal form can be made S1-symmetric at every
 order; that is, the angular coordinate equation will decouple and will be equal
 to θ = 1 at every order. This is equivalent to averaging over the period of θ in
 the fast time scale.
 It is apparent from (3.25) that the variable x0 undergoes one complete fast
 time oscillation, with period 2π. The nature of the oscillation is understood
 by converting (3.25) back to Cartesian coordinates:
 x0 = B(τ) sin(t− A) + C(τ)
 y0 = B(τ) cos(A− t) (3.35)
 z0 = B(τ) sin(A− t).
 Thus x0 = −z0 + C(τ), and on the fast time scale the motion in the phase
 space is contained in this level set of planes, forcing the fast time oscillation
 present in (3.25). This will become more apparent in the numerical studies.
 Analytic Solutions
 The level surfaces H = const are shown schematically in figure 3.2, modulo
 S1-symmetry about the C-axis.
 The level surface H = 0 consists of two parts, namely the 1D heteroclinic
 and the 2D heteroclinic orbits joining the fixed points (B,C) = (0,±1). An
 analytic expression for the latter is
 B(τ) = 2 sech τ (3.36)
 C(τ) = − tanh τ, (3.37)
 while the analytic expression for the former is
 B(τ) = 0 (3.38)
 C(τ) = tanh τ. (3.39)
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 B
 C
 Figure 3.2: Phase portrait for Hamiltonian System defined by equations (3.29)
 and (3.31).
 The level surface H = 1 corresponds to the fixed points (B,C) = (√2, 0),
 which in affect is the periodic orbit of equation (2.20). The invariant tori
 indicated in figure 3.2, lying between the fixed point and the outer shell are
 level surfaces H = const = E, say, with 0 < E < 1. Explicit solutions for
 B(τ) and C(τ) are obtained as
 B(τ) =2
 √2−m
 dn (1
 √2−m
 τ) (3.40)
 C(τ) =−m√2−m
 cn (1
 √2−m
 τ) sd (1
 √2−m
 τ), (3.41)
 where dn, cn and sd = sn/dn are Jacobi elliptic functions, and m is the elliptic
 parameter. Substituting these into the expression for H produces
 H =4(1−m)(2−m)2
 = E, (3.42)
 which decreases monotonically from 1 to 0 as m increases from 0 to 1. The
 period of the solutions (3.40) and (3.41) is obtained as
 T (m) = 4K(m), (3.43)
 where K(m) is the complete elliptic integral of the first kind. As m → 1,
 T (m)→ 2 ln(161−m
 )in the usual way.
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 This concludes an exhaustive study of the equations (3.29) and (3.31). Before
 leaving this section, we note that as m → 1, the solutions (3.40) and (3.41)
 asymptote to (3.36) and (3.37) on using standard asymptotic expressions for
 the elliptic functions, while letting m → 0 produces (B,C) = (√2, 0) as ex-
 pected.
 Approximate solutions to the Michelson system
 Consider now equations (3.25) for leading order solutions for x0(t, τ ), ρ0(t, τ )
 and θ0(t, τ ). Consider first the case when B(τ) and C(τ) are given by equations
 (3.36) and (3.37). Then, at O(ε), we have a family of heteroclinic connections
 lying in the 2 dimensional manifolds W u(F+) and W s(F−):
 x0 = 2 sech τ sin(t− A)− tanh τ (3.44)
 ρ0 = 2 sech τ (3.45)
 θ0 = −t+ A. (3.46)
 The constant A parametrises this continuous family of heteroclinic connec-
 tions. This coincidence at low order was observed by [20, 64]. Typically with
 consideration of higher order terms we would expect such a structure to break
 and yield transverse heteroclinic connections, but for small ε we would ex-
 pect to see a structure which remains close to that resulting from equations
 (3.44), (3.45), (3.46). This is indeed backed up by numerical results. Figure
 3.3 shows a trajectory illustrating the structure of the phase space for the pa-
 rameter value c = 0.074, along with the time delay function evaluated for a set
 of initial points in the plane x = 0 along the y-axis; the plateau indicates that
 the orbit is trapped for times greater than the maximum shown. We observe
 numerically that orbits with initial points within the heteroclinic shell shown in
 figure 3.2 remain bounded for very long times (possibly infinite), emphasising
 the near integrable state of the system.
 Closer inspection of the time delay function reveals logarithmic singularities in
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 1
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 2
 2
 -1
 -1
 -1-1
 -2-2
 -2
 -2
 xx
 y
 z
 0 5-5
 10
 10-10
 20
 30
 40
 50
 T+(y0)
 y0
 Figure 3.3: c = 0.074 (ε = 0.0523 . . .); single trajectory illustrating near inte-
 grability of the system, together with a time delay function for points selected
 on the section x = 0; see text for details.
 a narrow region on the edge of this structure, implying transverse intersections
 and chaotic motion, i.e., a departure from the integrable Hamiltonian model,
 see figure 3.4. However, these chaotic regions become smaller as c → 0 and
 evidence for transverse intersections become harder to detect.
 Next, with (B,C) given by solutions (3.40), (3.41), we find
 x0 =2
 √2−m
 dn
 (τ
 √2−m
 )
 sin(t− A)
 −m
 √2−m
 cn(
 τ√2−m
 )sn(
 τ√2−m
 )
 dn(
 τ√2−m
 ) (3.47)
 ρ0 =2
 √2−m
 dn
 (τ
 √2−m
 )
 (3.48)
 θ0 = −t+ A, (3.49)
 where A is a constant. As m→ 1, and using asymptotic forms for the elliptic
 functions, the solutions (3.47)-(3.49) asymptote to (3.44)-(3.46), as expected.
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 (y0 + 2.09064)× 106
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 -0.6-0.8-1.2-1.4
 2000
 3000
 4000
 Figure 3.4: Magnification of the Time Delay function of figure 3.3, marginal
 chaotic regions are present.
 Conversely, in the limit m→ 0, we find
 x0 =√2 sin(t− A)
 ρ0 =√2 (3.50)
 θ0 = −t+ A,
 which, with constant A = 0 is the periodic orbit (2.20) discussed by Kent and
 Elgin [64], taken to O(c2). This is a fixed point of the equations (3.29), (3.31).
 The other fixed points are (B,C) = (0,±1). These are simply the fixed points
 of (2.2) in the scaled variables. Linearising about the fixed points of (3.29),
 (3.31) reveals that the periodic orbit (3.50) has eigenvalues λ = ±√2i. It is
 elliptic, and this is consistent with [20, 76]. It is also consistent with (3.40),
 (3.41), since close to the periodic orbit where m→ 0, we have
 B(τ) = α dn (τ/α)
 ∼√2(1−m sin2(τ/α))1/2
 =√2(1−
 m
 4) +
 m
 2√2cos(√2τ). (3.51)
 Similarly,
 C(τ) ∼ −m
 2√2sin(√2τ). (3.52)
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 For small m > 0 these are the toroidal solutions close to the elliptic periodic
 orbit of equation (3.50). They exist in the region bounded by (3.44), (3.45),
 (3.46), parametrised by 0 < m < 1.
 To conclude, consider the solution
 B(τ) = 0 (3.53)
 C(τ) = tanh τ. (3.54)
 This is the heteroclinic connection between the two fixed points of (2.2) to
 O(ε), lying in the coincidence of the 1 dimensional manifolds W s(F+) and
 W u(F−):
 x0 = tanh τ (3.55)
 ρ0 = 0. (3.56)
 As before, this is a degenerate situation and we would expect this structure to
 break under perturbation of the higher order terms, as studied in the generic
 case in section 3.4. We have studied system (2.2) for evidence of 1D heteroclinic
 connections by taking the x = 0 plane as a section plane and following a
 trajectory close to F− in Eu(F−), and searching for parameter values c0 where
 orbits strike the section plane with z ≶ 0 for c > c0 and z ≷ 0 for c < c0.
 Then the orbit should pass through the y-axis, where by the symmetry R it is
 a symmetric 1D heteroclinic orbit. However, this numerical process was found
 to be very sensitive to such variables as step size and initial condition so that
 to detect such connections in this manner is computationally difficult, if not
 intractable. An approximate 1D heteroclinic connection is shown in figure 3.5
 for the parameter value ε = 0.0282.
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 3.3.3 Numerical Studies and Validity of the Results
 1D Heteroclinic Orbits
 The solutions found in section 3.3.1 (to O(ε)) in the expansion (3.21) turn out
 to be a very good approximation in the numerical simulations. The approxi-
 mate analytic solution found for the 1D heteroclinic connection (in the rescaled
 variables) was x(t) = tanh εt, which is plotted in figure 3.5 for parameter value
 ε = 0.0282, overlayed with the numerical solution.
 x
 0
 0 200 400 600
 0.5
 -0.5
 1
 -1
 t
 Figure 3.5: Analytic 1D heteroclinic orbit, shown overlayed with numerically
 calculated orbit, ε = 0.0282. The figures are identical to within the resolution
 used in the plotting routine, until t ' 450.
 2D Heteroclinic Orbits
 Figure 3.6 shows the analytic solution for a symmetric heteroclinic orbit ly-
 ing in the 2 dimensional manifolds W u(F+) and W s(F−) for t > 0. It is
 part of the heteroclinic shell found in section 3.3.2 and has the analytic form
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 x(t) = 2 sech εt sin t. Note that this is one of two symmetric 2D heteroclinic
 connections in the heteroclinic shell, the other one is obtained by setting the
 constant A = π in (3.44). This is again overlayed by a numerically calculated
 solution. The two are again in agreement to within the resolution of the figure.
 0 20 40 60 80 100 120 140
 -2
 -1
 0
 1
 2
 x
 t
 Figure 3.6: Analytic symmetric 2D heteroclinic orbit, shown overlayed with
 numerically calculated orbit, ε = 0.05294.
 Toroidal Solutions
 Consider finally the toroidal solutions (3.47)–(3.49), 0 < m < 1. We now
 examine whether the behaviour of the system as determined numerically is
 well approximated by the ‘simple’ phase space structure the analytic toroidal
 solutions suggest. Results are shown in figures 3.7 and 3.8 for the parameter
 value ε ' 0.02121 (i.e. c = 0.03). Here a Poincare map, defined with section
 plane x = 0 has been introduced, and the figure indicates intersections of
 the orbit with this plane. The parameter A is set to zero in the analytic
 solutions. A small discrepancy between analytic and numerical predictions is
 clearly discernable, but this appears only as a slight change in shape of the
 torus. Qualitatively, agreement is excellent, more so in view of the fact that
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 the numerical results imply a near-integrable system. Discrepancies result from
 the time-duration required to compute the figures, which is long past the point
 where the multiple scale expansion might be expected to fail, as slower time
 scales τ2, τ3, . . . come into play.
 y y
 y y
 z z
 z z
 a) b)
 c) d)
 0
 0
 0
 0
 0
 0
 0
 0
 0.10.1
 -0.1-0.1
 0.20.2
 0.2
 -0.2-0.2
 -0.2
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 0.15
 -0.05
 -0.15
 0.40.4
 -0.4-0.4
 0.50.5
 0.50.5
 1.51.5
 1.51.5
 -0.5-0.5
 -0.5-0.5
 -1.5-1.5
 -1.5-1.5
 11
 11
 -1-1
 -1-1
 Figure 3.7: a) Analytic Poincare map, m = 0.4, b) Numerical Poincare map,
 m = 0.4, c) Analytic Poincare map, m = 0.8, d) Numerical Poincare map,
 m = 0.8; ε ' 0.02121 in each case.
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 -0.2
 -0.2-0.2
 0.4
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 -0.4
 -0.4-0.4
 0.6
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 -0.6
 -0.6-0.6
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 -1-1
 11
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 -2-2
 -2-2
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 Figure 3.8: a) Analytic Poincare map, m = 0.9, b) Numerical Poincare map,
 m = 0.9, c) Analytic Poincare map, m = 0.95, d) Numerical Poincare map,
 m = 0.95; ε ' 0.02121 in each case.
 3.4 Breaking the Formal Symmetry
 Here we consider the normal form unfoldings of the Hopf-zero bifurcation pre-
 sented in section 3.2 and the effect of the additional higher order terms that
 break the formal S1 symmetry that appears in the normal form. We will
 present our theorems for the R-reversible case, but remark that the results are
 equally valid in the reversible volume-preserving case, by the same proofs. The
 analogous results for the volume preserving case is contained in [15].
 In this section we prove the generic existence of heteroclinic and homoclinic
 cycles in unfoldings of the Hopf-zero bifurcation that break the formal S1 sym-
 metry. We will work in the C∞ topology. In this topology, two vector fields
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 X,Y are close if the vector fields and all their derivatives are close everywhere
 on the manifold on which they are defined (in the Cr topology, only the vec-
 tor fields and their derivatives up to order r are counted). The results are
 summarised in the following theorems:
 Theorem 3.4.1. Denote by XμR the space of unfoldings of R-reversible vector
 fields exhibiting the Hopf-zero bifurcation as above, endowed with the C∞ topol-
 ogy. There is a C2-open set D ⊂ XμR of unfoldings, dictated by the conditions
 of case 4 in section 3.2. The set of vector fields for which in a neighbourhood
 of the origin in R3 × R there exists a countable infinity of 1-homoclinic orbits
 and 1-heteroclinic cycles between the two saddle-focus fixed points, is residual
 in D ⊂ XμR.
 The proof of this theorem will be postponed until later in this section. An
 analysis of the symmetric heteroclinic bifurcation is contained in Chapters 4
 and 5, and many additional heteroclinic and homoclinic cycles are shown to
 be present. The analysis contained in these chapters allows us also to state
 the following theorem.
 Theorem 3.4.2. Let D, XμR be defined as above. Then in an open and dense
 subset of D (in the Ck topology) of vector fields exhibiting the Hopf-zero bi-
 furcation, there exists a countable infinity of n-heteroclinic orbits for each
 n = 2, 3, . . ., and a countable infinity of n-homoclinic orbits for each n ∈ N.
 The residual property in Theorem 3.4.1 has been replaced by open and
 dense in Theorem 3.4.2 because the existence of a countable number of
 n-heteroclinic/homoclinic orbits may be shown by analysis of just one 1-
 heteroclinic cycle from Theorem 3.4.1. The case we are interested in is labelled
 as case 4 in the preceding section, and this determines part of the open con-
 ditions as described in Theorems 3.4.1 and 3.4.2. We shall denote a typical
 S1-symmetric vector field as Xμ. It is easy to see that our S1-symmetric vector
 fields are qualitatively those of case 4. Clearly the structure of the phase space
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 for μ > 0 is degenerate for the 3 dimensional vector field; we would not expect
 the 2-dimensional manifolds of both fixed points to coincide in such an invari-
 ant 2-sphere. Also, it is clear that in the break up of such a 2-sphere there
 would be at least 2 heteroclinic orbits persisting, due to the fact that Fix R
 intersects the sphere transversely in exactly two points. Thus the break up will
 be to a ‘perturbed globe’ as portrayed in [15]. We will consider the effect of
 perturbing the vector field Xμ with a flat perturbation—this is a perturbation
 which is beyond all orders in the normal form, it is equal to zero at the origin
 together with every derivative. An example of a C∞ function α : R→ R which
 is flat at the origin is given by
 α(x) =
 0 x ≤ 0,
 e−1/x x > 0.
 This function may in fact be used to derive the bump functions used later,
 see [54]. We shall see that the break up of the invariant 2-sphere is extremely
 sensitive on the nature of the S1-symmetry breaking flat perturbation, which
 we will denote as pμ.
 Lemma 3.4.3. Let Xμ be an R-reversible, S1-symmetric vector field in the
 open set D, as described in Theorem 3.4.1. There exists a flat perturbation pμ
 such that the perturbed vector field Xμ + pμ has a sequence of Shil’nikov ho-
 moclinic bifurcations at a discrete set of parameter points μi which accumulate
 at μ = 0, as well as a sequence of parameter points μj for which there exists a
 heteroclinic cycle.
 We postpone the proof of this Lemma until later in this section. We will now
 describe specific flat perturbations pμ for an S1-symmetric unfolding of the
 singularity Xμ as above. We will then discuss genericity of the phenomena in
 the space of reversible vector fields. In fact, it is no extra effort to extend the
 result to the class of reversible volume-preserving vector fields, due to the type
 of perturbation used here.
 The techniques used in this section were employed by Broer and Vegter [15],
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 where they proved the existence of an infinite sequence of Shil’nikov homoclinic
 bifurcations for certain flat perturbations of a class of volume-preserving vector
 fields.
 The flat perturbation to be constructed will consist of two separate flat per-
 turbations. We write pμ = pμ1 + pμ2 , where each p
 μ1 , p
 μ2 is flat in μ at μ = 0.
 Now we will describe these perturbations. The perturbation pμ1 is of the type
 pμ1 (x, y, z) = δ1(μ)Pμ1 (x, y, z),
 where P μ1 : R
 3 → R3 is of the form:
 x =∂
 ∂y(yβμ(ξ))
 y = −∂
 ∂x(yβμ(ξ)) (3.57)
 z = 0,
 where ξ = (x, y, z) ∈ R3 and δ1(μ) is an appropriate flat function in μ at μ = 0,
 appropriate in a sense to be defined later. βμ : R3 → R is a bump function
 such that βμ(R(x, y, z)) = βμ(x, y, z), recall that R(x, y, z) = (−x, y,−z).
 This bump function is given by
 βμ(x, y, z) = γ(1
 μ(√x2 + y2)).γ(
 1
 μ2z)
 = γ(1
 μr).γ(
 1
 μ2z), μ > 0 small.
 (3.58)
 where as before x = r cos θ, y = r sin θ, γ : R → R is a bump function with
 supp(γ) = [−2, 2], γ(−s) = γ(s) and γ(s) ≡ 1 for s ∈ [−1, 1], see [15, 54]. The
 support box in 3 dimensions then is a cylinder, denote it by ημ, and define
 ν1μ, ν2μ ⊂ ημ by
 ν1μ := {(x, y, z) ∈ R3 :√x2 + y2 = r ≤ μ}, and
 ν2μ := {(x, y, z) ∈ R3 : |z| ≤ μ2}.
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 Then it is clear from (3.57), (3.58) that for (x, y, z) ∈ ν1μ, pμ1(x, y, z) =
 δ1(μ).γ(1μ2z) ∂
 ∂xand for (x, y, z) ∈ ν2μ, p
 μ1(x, y, z) = δ1(μ)
 ∂∂x. The support for
 this perturbation is sketched in figure 3.9. Note that pμ1 is a C∞, reversible,
 divergence free perturbation [96].
 0
 μμ
 μ2
 μ2
 μ2
 μ2
 ν1μ
 ν1μ
 ν2μ∩ν1μ
 ν2μ∩ν1μ
 r
 z
 Figure 3.9: Sketch of the support cylinder ημ.
 The perturbation as described above was studied by [14, 15]. Here we review
 the relevant effects of pμ1 for our system.
 Lemma 3.4.4. Let r∗μ be the r-coordinate of the 1-dimensional unstable man-
 ifold W u(F−) when it enters ημ for all μ > 0 sufficiently small. Then we
 have
 r∗μ ∼ μδ1(μ).1 (3.59)
 Proof. Recall from section 3.2 that we have
 R : r = a1rz + a2μrz +O(|r, z, μ|4)
 VP : r = −a1rz + a2μr +O(|r, z, μ|3)
 RVP : r = −a1rz + a2μrz +O(|r, z, μ|4).
 1Here the relation ∼ means there exist constants C1, C2 such that r∗μ ≤ C1μδ(μ) and
 μδ(μ) ≤ C2r∗μ.
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 So for ξ ∈ ημ,
 R,RVP : r ≤ C1μ2r + ω(μ)
 VP : r ≤ C2μr + ω(μ),
 where the Ci > 0 are constants and ω(μ) is a flat function depending on pμ1 .
 For all cases z ∼ μ. We shall now only consider the case of R, RVP, since the
 proof is similar for the case VP. Then let C = C1. Then
 r(t) ≤ω(μ)
 Cμ2(eCμ
 2t − 1).
 Let T1(μ) be the time that the 1D unstable manifold Wu(F−) spends in the
 support box ημ. Since the height of ημ is 4μ2, we have
 T1(μ) ∼ μ
 r(t) ≤ μω(μ), 0 ≤ t ≤ T1(μ).
 Since ω(μ) is a flat function, we can control W u(F−) so that it remains in
 ν1μ. We will show that the perturbation in ν2μ is dominant in controlling the
 coordinate r∗μ.
 Since in ν1μ, we have pμ1 = δ1(μ)γ
 (zμ2
 )∂∂x, we can write
 r(t) ≤ μδ1(μ), 0 ≤ t ≤ T1(μ). (3.60)
 Conversely, we have
 x = −αy + xzg(r2, z2, μ)
 y = αx+ yzg(r2, z2, μ)
 z = h(r2, z2, μ).
 Thus in ν1μ, under the perturbation pμ1 the
 ∂∂xcomponent of the vector field
 becomes
 x = −αy + xzg(r2, z2, μ) + δ1(μ)γ
 (z
 μ2
 )
 .
 Then it follows, using (3.60), that
 x ≥1
 2δ1(μ) in ν2μ
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 for μ > 0 sufficiently small.
 Similarly we have
 x ≥ −C1μδ1(μ) in ν1μ,
 where C1 is a constant, and μ is sufficiently small. Now define T2(μ) to be the
 time that W u(F−) spends in ν2μ. Then as before T2(μ) ∼ μ. Thus we have
 x(T1(μ)) ≥1
 2δ1(μ)T2(μ)− C1μδ1(μ)(T1(μ)− T2(μ))
 ∼ μδ(μ),
 and so r∗μ ∼ μδ1(μ). �
 In this way we can control the order of magnitude of the r-coordinate of the
 1-dimensional manifold of F−, relative to the flat function δ(μ). Note that for
 the according angle coordinate we have θ∗μ = o(1) as μ→ 0+.
 The perturbation pμ2 is designed to make the two dimensional manifolds
 W s(F−) and W u(F+) intersect transversally. We would like this to be a flat
 perturbation, so let pμ2 = δ2(μ)Pμ2 . First note that the invariant 2-sphere
 formed by W s(F−) and W u(F+) has the form (as μ→ 0+):
 r
 1 + a+ z2 = μ.
 Thus we choose the support of P μ2 to be a torus centred on the circle x
 2+y2 =
 (1+a)μ, z = 0 in the full 3 dimensional system. The following Lemma implies
 that we can construct pμ2 = δ2(μ)Pμ2 so that X
 μ+pμ2 has transverse heteroclinic
 connections lying in W s(F−) ∩W u(F+). It is proved in section 3.5.
 Lemma 3.4.5. Let XR be the space of reversible vector fields with the C∞
 topology, with the reversing symmetry acting as diag(-1,1,-1), and SR ⊂ XR be
 the subset for which all fixed points have transversally intersecting invariant
 manifolds. Then SR is residual in XR.
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 Remark 3.4.6. This theorem is also valid for volume-preserving vector fields
 [96], and reversible volume-preserving vector fields, again due to the type of
 perturbation used.
 Proof of Lemma 3.4.3. Our perturbed vector field Xμ + pμ1 + pμ2 now has
 transverse heteroclinic connections. We would now like to know the behaviour
 of W s(F−) close to W s(F+). By the λ-lemma, W s(F−) will wrap itself tightly
 aroundW s(F+) in a logarithmic spiral. Suppose we look on the top of the sup-
 port box ημ, that is ημ∩{z = 2μ2}. We assume here that the angle θ is lifted to
 R. ThenW s(F+) intersects ημ∩{z = 2μ2} along the z-axis (the perturbations
 pμ1 and pμ2 ) do not affect the relevant part of W
 s(F+)), and W s(F−) will trace
 out a 1-dimensional curve in this section, with equation r(θ, μ) ∼ δ3(μ)eaθ√μ,
 where δ3(μ) is a flat function depending on pμ1 . Note that the perturbation p
 μ1
 does not affect this logarithmic spiral. Since θ∗μ = o(1) and from (3.59), if we
 set, for example μδ1(μ) = δ3(μ)e−1/μ we will obtain a sequence of Shil’nikov
 homoclinic bifurcations. Finally, choosing pμ = sin( 1μ)δ1(μ)P
 μ will create a
 sequence of 1D heteroclinic connections (these will be the same connections
 that appear in the S1-symmetric normal form) whenever sin( 1μ) = 0. When
 sin( 1μ) = 1 we have r∗μ ∼ μδ1(μ) as before. We perturb the heteroclinic and ho-
 moclinic connections in the 1-parameter family in order to make them generic.
 In the vicinity of a ‘generic’ heteroclinic bifurcation there exist countably many
 homoclinic bifurcations, accumulating on the heteroclinic bifurcation. This is
 studied in the next section. This completes the proof of Lemma 3.4.3. �
 Proof of Theorem 3.4.1. We now need to study the generic properties of
 such sequences of global bifurcations. From Section 3.2 we have that {Xμ}—
 the set of S1-symmetric vector fields—is dense in XR in the C∞ topology.
 Since the perturbations we have used to prove existence are flat, this proves
 that our bifurcation sequences are dense in XR. Let Bkhom/het be the set of
 vector fields with k homoclinic (resp. heteroclinic) bifurcations close to the
 bifurcation point. Given any element Xμ + pμ in the dense set which has an
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 infinite sequence of homoclinic and heteroclinic bifurcations accumulating at
 the bifurcation point, this family will have k such bifurcations all for μ > 0
 sufficiently small. Each such bifurcation in persistent in the C1 topology, thus
 Bkhom/het is open in the C1 topology. Note that this set says nothing about what
 happens in a neighbourhood of the bifurcation point itself; any finite number
 of bifurcations will be bounded away from zero. This is the weak C1 topology.
 A different point of view is that the infinite sequences of bifurcations is open in
 the strong C1 topology, see [15]. The property of an infinite set of homoclinic
 and heteroclinic bifurcations is the set⋂k B
 khom/het, and this is residual in the
 C1 topology. This completes the proof of Theorem 3.4.1. �
 3.5 A Reversible Kupka-Smale Theorem
 In this section we prove a result which was used in the proof of Theorem 3.4.1—
 that is, the invariant manifolds of fixed points generically intersect transver-
 sally, in the space of three dimensional volume preserving, R-reversible vector
 fields where dim Fix R = 1. Moreover, we shall prove the analogous statements
 that appear in the standard Kupka-Smale Theorem for purely R-reversible vec-
 tor fields with R2 = I and dim Fix R=1 (R), and reversible volume preserving
 vector fields (RVP). Throughout this section, we shall assume that the revers-
 ing symmetry preserves the volume. The standard Kupka-Smale theorem says
 that for a residual set in the space of all vector fields, all fixed points and
 periodic orbits of the vector field are hyperbolic, and that for a residual subset
 of all vector fields, the stable and unstable manifolds of closed orbits meet
 transversally. For subsets of vector fields (or diffeomorphisms) this theorem
 may or may not be true, depending on the structure of the systems. The case
 for volume preserving vector fields (VP) has been proved by Robinson [96]. We
 shall use theorems from [96], and also results from the standard Kupka-Smale
 Theorem to prove the case for reversible and reversible volume preserving vec-
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 tor fields. These results follow the approach by Robinson [96], adapted to the
 cases R, RVP. In particular, we show the following for such vector fields on a
 compact manifold M :
 • All fixed points are generically asymmetric and hyperbolic.
 • All periodic orbits are generically isolated, and are either elliptic or per-
 sistently hyperbolic.
 • All invariant manifolds of fixed points and periodic orbits generically
 intersect each other transversally.
 The precise sense of ‘generic’ in each case is formalised in Theorems 3.5.4
 and 3.5.5. These Theorems are valid in all cases R, VP, RVP. We note that
 Theorems presented in [32] are not valid in our case. For an account of the
 Kupka-Smale Theorem for general systems, see [1, 92, 107].
 3.5.1 Definitions and Main Theorems
 Throughout the remainder of this section we will use the following function
 spaces.
 Definition 3.5.1.
 Xr = {Cr vector fields on a 3-manifold M}
 XrV = {X ∈ Xr : X is volume preserving}
 XrR = {X ∈ Xr : X is R-reversible}
 XrR,V = {X ∈ Xr : X is R-reversible and volume preserving}
 IrV (p) = {X ∈ XrV : All fixed points and periodic orbits of X are isolated in
 phase space}
 HrV (p) = {X ∈ X
 rV : All fixed points and periodic orbits of period ≤ p are
 hyperbolic (fixed points are p = 0)}
 Hr
 V (p) = {X ∈ XrV : All fixed points and periodic orbits of period ≤ p have
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 transversally intersecting manifolds}
 We similarly define IrR(p), IrR,V (p),H
 rR(p),H
 rR,V (p),H
 r
 R(p),Hr
 R,V (p).
 We will work in the Cr Whitney topology, where a property is said to be
 generic if it holds on a residual subset. Recall a residual set is a set that is a
 countable intersection of open and dense sets. By the following Lemma, the
 spaces XrR, XrV , X
 rR,V have the Baire property, that residual subsets are dense.
 Lemma 3.5.2. Any closed subspace K of Xr has the Baire property.
 Proof. The proof that Xr (1 ≤ r ≤ ∞) has the Baire property is contained
 in [95]. Given Ui, i ∈ N dense and open sets in Xr, for any neighbourhood
 A in Xr it is shown that there exists a Cauchy sequence Xj ∈ A ∩⋂ji=1 Ui
 converging to a vector field Y ∈ A ∩⋂∞i=1 Ui. Thus
 ⋂∞i=1 Ui is dense.
 Now, let Ui be open and dense in K. Let Ui = Vi ∩ K where Vi is open in
 Xr. Then given A as above, choose Xj ∈ A ∩⋂ji=1 Ui, a Cauchy sequence
 converging to Y ∈ Xr. Since K is closed, Y ∈ K. �
 Corollary 3.5.3. XrR, XrV , X
 rR,V are Baire spaces. That is, residual sets are
 dense.
 Proof. The divergence of the vector fields and the function
 f(R(x)) + R′(x) ∙ f(x)
 are continuous on Xr and so XrR, XrV , X
 rR,V are closed in X
 r. Then XrR, XrV ,
 XrR,V are also Baire spaces. �
 A useful property to be used in the proof of Theorem 3.5.5 are subsets S ⊂ A
 that are locally residual. S ⊂ A is locally residual if there exists a dense subset
 D ⊂ A such that for each d ∈ D there exists a neighborhood Pd of d such that
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 Pd ∩ S is residual in Pd. A result of topology is that if S is locally residual
 then it is residual [60].
 We are now in a position to make explicit the statements of the results. These
 are summarised in the following theorems.
 Theorem 3.5.4. Let Ω be a smooth volume on M and 1 ≤ r ≤ ∞.
 i) HrR(0) and H
 rR,V (0) are open and dense in X
 rR, X
 rR,V respectively.
 ii) HrR(p), H
 rR,V (p) are open but not dense in X
 rR, X
 rR,V respectively.
 iii) IrR(p), IrR,V (p) are open and dense in X
 rR, X
 rR,V respectively.
 An immediate consequence of part iii) is that IrR := ∩p≥0IrR(p) is residual,
 similarly for IrR,V .
 Theorem 3.5.5. Let Ω be a smooth volume on M and 1 ≤ r ≤ ∞. Hr
 R(p),
 Hr
 R,V (p) are residual in HrR(p), H
 rR,V (p) respectively.
 Again, this theorem also implies that Hr
 R := ∩p≥0Hr
 R(p) is residual in HrR(p),
 similarly for Hr
 R,V .
 The above theorems are also true for the sets HrV (0), H
 rV (p), I
 rV (p) and H
 r
 V (p)
 in the space XrV [96]. Clearly HrV (p), H
 rR(p), H
 rR,V (p) are not dense since there
 exist stably elliptic periodic orbits in XrR, XrV , X
 rR,V .
 In the rest of the section we will prove Theorems 3.5.4 and 3.5.5.
 3.5.2 HrR(0) and HrR,V (0) are open and dense
 Note that whenever the fixed points or periodic orbits are not symmetric,
 the result for a compact manifold M follows from the standard Kupka-Smale
 theorem (see e.g. [92], or [96]). Since f : Fix(R) → Fix(−R) ' R → R2, f
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 will generically not have any zeros on Fix R. Therefore the fixed points are
 generically asymmetric, and Theorem 1 i) follows from [92, 96] for a compact
 manifold M . (Formally, we may use Thom’s transversality theorem to show
 that in an open and dense subset of XrR and XrR,V , there are no fixed points on
 any compact subset of Fix R.)
 In the case where M is noncompact, we cover M with a countable number of
 compact sets Mi. Then HrR(0) =
 ⋂iH
 rR(0)|Mi and H
 rR,V (0) =
 ⋂iH
 rR,V (0)|Mi
 are residual. The proof that HrR(0), H
 rR,V (0) are open is a special case of
 HrR(p), H
 rR,V (p) being open on a noncompact manifold. We defer the proof to
 section 3.5.4. The proof is also contained in [96, Lemma 15]. We note here
 that the proof works in the case r =∞. �
 In the proof of the other results, we shall prove the case for XrR,V , since this
 is the most restrictive case. Note however that the proofs for XrR,V also work
 without modification as proofs for the other case XrR. We shall also begin
 by proving all theorems on a compact manifold M , these results then can be
 generalised to noncompact manifolds similar to [96].
 3.5.3 Transversality and Perturbation Theorems
 To prove Theorem 3.5.4 ii), iii) and Theorem 3.5.5, we need theorems to study
 the transversality of manifolds and effect of certain perturbations that we will
 apply. For a detailed account see [1].
 Definition 3.5.6. Let K and W be two C1 submanifolds of a C1-Banach
 manifold M . K and W are transversal at a point x ∈ K ∩W if
 Tx(K) + Tx(W ) = Tx(M).
 We write K>xW . If K and W are transversal at every x ∈ K ∩W then we
 say they are transversal.
 The following definition defines transversality for functions.
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 Definition 3.5.7. Let M , N be C1-Banach manifolds, W a C1-submanifold
 of N , f :M → N a C1 map. f is transversal to W at a point x ∈M , if either
 1. f(x) 6∈ W ,
 2. df(x)(Tx(M)) + Tf(x)W = Tf(x)N .
 We write f>xW . If f is transversal to W at every point x ∈ M , then f is
 transversal to W , we write f>W .
 Having defined the concept of transversality, we now state without proof
 transversality theorems that we will use.
 Definition 3.5.8. Let A,M , N be Cr-Banach manifolds. Consider a mapping
 ρ : A → Cr(M,N). We define the evaluation map ev0ρ : A×M → N by
 ev0ρ(a,m) = ρ(a)(m). (3.61)
 The map ρ is a Cr-representation if the evaluation map is Cr.
 This definition is of use in the following ‘openness of non-intersection’ theorem.
 Theorem 3.5.9. Let A, M , N be C0 manifolds. Let K ⊂ M be a compact
 subset, W ⊂ N a closed subset, and ρ : A → C0(M,N) a C0-representation.
 Then the set
 {a ∈ A : ρ(a)(K) ∩W = ∅} (3.62)
 is an open subset of A.
 For a proof of this theorem, see [92, 107]. The following definitions are of use
 in Theorem 3.5.12, which we will use to study perturbations within the class
 of vector fields XrR,V .
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 Definition 3.5.10. Let A be a topological Baire space, and let M,N be man-
 ifolds, K ⊂ M a subset, V ⊂ N a submanifold and F : A → C1(M,N). F
 is a C1 pseudorepresentation if the evaluation map ev(F (1)) : A× TM → TN
 defined by ev(F (1))(a, q) = T (Fa)q is continuous.
 Definition 3.5.11. Let A,M,N,K, V, F be as above. F is said to be Cr
 pseudotransverse to V on K if
 a) F is a C1 pseudorepresentation.
 b) There exists a dense subset D ⊂ A such that for each a ∈ D there exist
 an open subset Ba in a separable Banach space, a continuous function
 ψa : Ba → A and a′ ∈ Ba such that
 i) ψa(a′) = a, and
 ii) the evaluation map ev(Fψa) : Ba ×M → N is Cr and transverse
 to V on a′ ×K.
 The Baire space A can be considered to be XrR, XrV , X
 rR,V , and we will use the
 separable Banach space to be the space of perturbations of particular vector
 fields X ∈ XrR,V . The following theorem is used in [96], and is proved in [97].
 Theorem 3.5.12. With the above spaces and maps defined, let F : A →
 C1(M,N) be Cr pseudotransverse to V on K with
 r ≥ Max{1, 1 + dimM − codimV }.
 Let R = {a ∈ A : F (a)>KV } = {a ∈ A : F (a) is transverse to V at points
 of K}. If K = M then R is residual in A. If V is a closed submanifold and
 K ⊂M is compact then R is dense and open in A.
 The effect of the Banach space space of perturbations will be studied using the
 following theorem.
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 Theorem 3.5.13. Let M be a compact Cr+1 manifold, r ≥ 2, X0, Y ∈ Xr,
 ϕ0 : R×M →M be the flow of X0, and ϕλ : R×M →M (λ ∈ R) be the flow
 of the vector field Xλ = X0 + λY . Then for m ∈M and t ∈ R,
 d
 dλ{ϕλ(t,m)}λ=0 =
 ∫ t
 0
 Tϕ0(s, Y (ϕ0(t− s,m)))ds. (3.63)
 For a proof, see [1]. The geometrical interpretation of this theorem, is that for
 fixed t, the curve D : R → M given by D(λ) = ϕλ(t,m) passes through the
 point ϕ0(t,m) at λ = 0, and the left hand side of the equation above is the
 tangent direction of this curve at λ = 0, that is the infinitesimal displacement
 of the orbit through m at time t, due to Y . The integrand of the right hand
 side is simply the sum of the instantaneous displacements (or slope vectors) of
 the points along the curve ϕ0(s,m), 0 ≤ s ≤ t.
 3.5.4 HrR,V (p) is open
 We begin with the following Lemma.
 Lemma 3.5.14. Let M be compact, and X ∈ XrR,V be such that all fixed
 points are nondegenerate; that is, the linearisation about each fixed point does
 not have a zero eigenvalue. Then there exists a neighbourhood V of X in XrR,V
 and a number b > 0 such that for each vector field in V , every periodic orbit
 has period T ≥ b.
 Proof. See [107, Theorem 3.4.4]. �
 Let M be compact. Define G : XrR,V → Cr(M ×R,M ×M ×L(T (M), T (M)))
 by
 G(X)(x, t) = (x, ϕ(X, t, x), Dϕ(X, t, x)),
 where ϕ(X, t, x) denotes the flow of X. We define the subset W ⊂ M ×M ×
 L(T (M), T (M)) by
 W = (x, x,A), x ∈M, A ∈ L(T (M), T (M)),
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 where A has at least two eigenvalues of modulus 1 (counting multiplicities).
 It is easy to see that W is closed. By definition, a vector field X ∈ XrR,V is
 in HrR,V (p) if and only if X ∈ H
 rR,V (0) and G(X)(x, t) 6∈ W for all (x, t) ∈
 M × (0, p]. Assume that X0 ∈ HrR,V (p). Then, from Lemma 3.5.14, there
 exists a neighbourhood V1 of X0 in XrR,V , and a number b, 0 < b < p, such that
 for every Y ∈ V1 all closed orbits have (prime) period not less than b. Now
 M × [b, p] is compact, W is closed, and
 G(X0)(x, [b, p]) ∩W = ∅, ∀x ∈M.
 Then we may apply Theorem 3.5.9 to conclude that there is an open neigh-
 bourhood V2 of X0 such that G(Y )(x, [b, p]) ∩ W = ∅ for all x ∈ M and
 Y ∈ V2. Also by Theorem 3.5.4 i), there is a neighbourhood V3 of X0 such
 that Y ∈ HrR,V (0) for all Y ∈ V3. Then Y ∈ H
 rR,V (p) for all Y ∈ V1 ∩ V2 ∩ V3,
 and so HrR,V (p) is open. �
 It remains to prove the following Lemma for a noncompact manifold M .
 Lemma 3.5.15. Let M be noncompact. Then HrR,V (p) is open.
 Proof. Let M = ∪i∈NMi, where each Mi is a compact submanifold with
 Mi ⊂ interior Mi+1. Let X ∈ HrR,V (p), and ϕ(X, t, x) denote the flow of X,
 where t ∈ R and x ∈M . For each i ∈ N there is an N(i) ∈ N such that
 ϕ(X, t,m) ∈MN(i), ∀0 ≤ t ≤ p, x ∈Mi.
 We choose N(i) ≥ i to be an increasing function of i. Now, for each i there is
 an εi > 0 such that d(X,Y )Cr,m < εi (m ∈MN(i)) implies that
 ϕ(Y, t,m) ∈MN(i), ∀0 ≤ t ≤ p, x ∈Mi
 and Y ∈ HrR,V (p)(Mi),
 where d(∙, ∙)Cr,m is the distance in the Cr topology at a point m, and
 HrR,V (p)(Mi) is Hr
 R,V (p) restricted to the manifold Mi. This is true since
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 HrR,V (p)(Mi), Hr
 R,V (p)(MN(i)) are open. Now we introduce a continuous func-
 tion ε : M → R such that for each i ∈ N, m ∈ MN(i), ε(m) < εi. Then the
 neighbourhood
 {Y ∈ XrR,V : d(X,Y )Cr,m < ε(m)} ⊂ HrR,V (p),
 and so HrR,V (p) is open. This proof also applies in the r =∞ case. �
 3.5.5 Coordinate system
 To prove the remaining statements, we will need to perturb vector fields in
 XrR,V , for which we will need to construct reversible, volume-preserving per-
 turbations.
 For this we will use the following Lemma, which is the reversible volume pre-
 serving version of Lemma 12 in [96]. By Bochner’s Theorem [10, 86], any
 involutory reversing symmetry is locally smoothly conjugated to R(x, y, z) =
 (−x, y,−z). We construct a local coordinate system in which the reversing
 symmetry action is unchanged and the volume Ω(m) becomes the standard
 volume dx∧dy∧dz. It is important to make the hypothesis that the reversing
 symmetry action also preserves the volume form.
 Lemma 3.5.16. Given a frame Yi(m) ∈ TmM with Ω(Y1(m), Y2(m), Y3(m)) =
 1, and coordinates (y1, y2, y3) with Yi(m) =∂∂yi(m), and R(y1, y2, y3) =
 (−y1, y2,−y3), where R preserves the volume Ω, there exists local coordi-
 nates (x1, x2, x3) about m such that Ω = dx1 ∧ dx2 ∧ dx3, Yi(m) = ∂∂xiand
 R(x1, x2, x3) = (−x1, x2,−x3).
 Proof. In the coordinates (y1, y2, y3), Ω(y1, y2, y3) = v(y1, y2, y3)dy1 ∧ dy2 ∧
 dy3, with v(y1, y2, y3) 6= 0. The reversing symmetry preserves the orientation
 of the volume, and implies that v(−y1, y2,−y3) = v(y1, y2, y3). Now choose
 100

Page 101
                        
                        

3. Reversible Hopf-Zero Bifurcation A Reversible Kupka-Smale Theorem
 new coordinates
 x1 = y1,
 x2 =
 ∫ y2
 0
 v(y1, s, y3)ds,
 x3 = y3.
 Then in these coordinates the reversing symmetry acts in the same way. Also
 dx1 = dy1, dx3 = dy3 and dx2 = v(y1, y2, y3)dy2 + ∙ ∙ ∙ , where the dots denote
 terms in dy1 and dy3. Then
 Ω(y1, y2, y3) = v(y1, y2, y3)dy1 ∧ dy2 ∧ dy3 = dx1 ∧ dx2 ∧ dx3.
 From now on we shall use these local coordinates in which Ω is the volume
 dx1 ∧ dx2 ∧ dx3 and R(x1, x2, x3) = (−x1, x2,−x3). �
 3.5.6 IrR,V (p) open and dense
 In the proof of Theorem 3.5.4 iii) we will use the following Lemma, which gives
 a characterization of symmetric periodic orbits.
 Lemma 3.5.17. An orbit γ is a symmetric periodic orbit if and only if γ
 intersects Fix R exactly twice.
 Proof. The result is part of Lemma 4.4.1 in section 4.4. For a proof see
 [117]. �
 We suppose first that r < ∞ and M is compact. Let γ be a periodic orbit of
 X ∈ XrR,V , let m ∈ γ, and Σ be a local section plane transverse to γ at m,
 and k ∈ N. For a neighbourhood S ⊂ R3 of m, let ΣS = Σ ∩ S. As usual,
 we shall denote the flow of X as ϕ(X, t, x), where ϕ : XrR,V × R ×M → M
 is Cr. Assume ϕ(X,T,m) = m. We construct the Poincare return map for
 X. As the flow is transverse to Σ at m, by the Implicit Function Theorem
 there exist neighbourhoods U1 of m and V of X in XrR,V , and a C
 r function
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 τ : V ×ΣU1 → Σ such that ϕ(Y, τ (Y, p), p) ∈ Σ. Then θ(Y, q) = ϕ(Y, τ (Y, p), p)
 is the Cr Poincare map. Then we have the following:
 Lemma 3.5.18. There exists a neighbourhood U2 of m in M such that
 IrR,V (k,ΣU2) := {Y ∈ V : all periodic orbits of Y corresponding to
 periodic points of period ≤ k for the Poincare map
 on ΣU2 are isolated}
 is open and dense in V .
 Proof. For asymmetric periodic orbits, the results follows from [96]. Then
 by Lemma 3.5.17 it is enough to show that the symmetric periodic orbits are
 isolated in Fix R. Then suppose the periodic orbit γ is symmetric, and let
 m ∈ Fix R.
 Let ρi : X → Cr(ΣU1 ∩ Fix R,ΣU1 ∩ Fix R× Σ) (i = 0, 1, 2, . . .) be defined by
 ρi(X)(m) = (m, θi(X,m)).
 From Lemma 3.5.17, an orbit is a symmetric periodic orbit if and only if it
 intersects Fix R exactly twice. It is then sufficient to show that the symmetric
 periodic orbits are generically isolated in Fix R.
 Let m ∈ Fix R, and let W = {(p, q) : p, q ∈ Σ ∩ Fix R}. Then W ⊂ ΣU1 ∩
 Fix R × Σ. Then ρi(Y )(q) ∈ W (Y ∈ V ) if q is a symmetric periodic orbit of
 period i for the Poincare map θ. Let U2 ⊂ U2 ⊂ U1 be a neighbourhood of γ
 with U2 compact. Now assume that
 IrR,V (k − 1,ΣU2) = {Y ∈ V : All periodic points in ΣU2 of period
 ≤ k − 1 for the Poincare map are isolated}
 is open and dense in V and use induction.
 The fact that ρi is a C1 pseudorepresentation is implicit in our assumption that
 1 ≤ r < ∞. We would like to apply Theorem 3.5.12 to the function ρi. The
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 space A in the statement of the theorem will be V , and the dense set in the
 definition of pseudotransverse will be IrR,V (k − 1,ΣU2) ∩ Xr+1R,V . We claim that
 if IrR,V (k − 1,ΣU2) is open and dense in XrR,V , then ρi is C
 r pseudotransverse
 to W on ΣU2 × Fix R. The Banach space of perturbations will be XrR,V . We
 need to prove that for X ∈ IrR,V (k − 1,ΣU2) ∩ Xr+1R,V , ρj is transverse to W on
 X × ΣU2 .
 Note that for θj(X, q) = q, 0 < j < k, then ρj(X)q ∈ W and we have
 ρj(X)>qW by assumption and so ρj>(X,q)W . So let γ be k-periodic (minimal
 period) under θ, and then we want to prove ρk(X)>(X,m)W . We require the
 dense set to be IrR,V (k−1,ΣV )∩Xr+1R,V since we want to take flow box coordinates
 (t, y, z) about the periodic orbit γ, the coordinate t parametrising the orbit γ,
 (0, y, 0) = Fix R and (0, 0, z) ∈ Fix(−R). Then according to [96], if these
 coordinates are Cr+1, then vector fields that are Cr in these coordinates will
 be Cr on M . We use coordinates as in section 3.5.5, such that {(t, 0)} is on
 the periodic orbit, t = 0 at m ∈ Fix R. Let T be the period of γ. Then also
 the point ϕ(X,T/2,m) ∈ Fix R. Let the range of coordinates be Y = [0, T ]×
 [−b, b] × [−b, b]. Choose L : [−b, b] × [−b, b] → R to be a Cr+1 function with
 supp(L) ⊂ (−b, b) × (−b, b), L(0) = 0. The perturbation needs to be chosen
 to be reversible, and to this end, let L(y,−z) = L(y, z). Then ∂∂zL(y, 0) = 0,
 but we also choose L such that ∂∂yL(0, 0) 6= 0.
 Next let g : S1 → R be a Cr+1 function with supp(g) ⊂ (0, T ). Choose g
 to be T/2-periodic such that∫ T0g(t)dt = 1 and g(−t) = g(t). Let c be the
 parameter of the perturbation, 0 < c � 1. Then the perturbed vector field
 shall be denoted by Xc = X + cL, where L : y → TyM (y ∈ Y ) is given by
 L(t, y, z) =
 0
 −g(t) ∂∂z(L(y, z))
 g(t) ∂∂y(L(y, z))
 .
 Then clearly L is a reversible-volume-preserving perturbation. As before,
 ϕ(Xc, T, q) represents the time-T map from q under the flow of Xc. Then
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 by Theorem 3.5.13,
 d
 dcϕ(Xc, T, 0)|c=0 =
 ∫ T
 0
 L(T − t, 0, 0)dt
 =
 0
 −∫ T0g(T − t) ∂
 ∂z(L(0, 0))dt
 ∫ T0g(T − t) ∂
 ∂y(L(0, 0))dt
 =
 0
 − ∂∂z(L(0, 0))
 ∂∂y(L(0, 0))
 =
 0
 0
 ∂∂y(L(0, 0))
 , (3.64)
 where − ∂∂y(L(0, 0)) 6= 0. Then DXθ
 k(X,m) ∙ TXV ⊕ Tm(Fix R) spans TmΣ,
 and we have that ρk>(X,m)W at all points m such that θk(X,m) = m. Thus
 IrR,V (p,ΣU2) is dense and open in V . �
 The modifications for the proof of Lemma 3.5.18 in the case r = ∞ or M
 noncompact are the same as in [96].
 Now we prove Theorem 3.5.4 iii). If M is noncompact let M = ∪i∈NMi, where
 each Mi is compact and Mi ⊂ interior Mi+1. Let X ∈ HrR,V (0). By Lemma
 3.5.14 there is a neighbourhood V1 of X contained in HrR,V (0) such that all
 periodic orbits of Y ∈ V1 meeting Mj have period greater than some b > 0.
 For each periodic orbit γn of X of period d ≤ p that meets Mj, choose a
 kn ∈ N such that knd > p. Choose U2(n) as in Lemma 3.5.18 small enough
 so that all periodic orbits through ΣU2(n) of period ≤ p are closed by some θi,
 1 ≤ i ≤ kn. Choose a neighbourhood G of γn such that all periodic orbits for
 Y ∈ V (V as in Lemma 3.5.18) meeting G intersect ΣU2 . The set of periodic
 points of period ≤ p intersecting Mj is compact, so we require finitely many
 such G1, . . . , Gq. Finally, take a neighbourhood V2 of X such that Y ∈ V2 has
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 no periodic orbits of period ≤ p meeting Mj − ∪qi=1Gi. Then
 V1 ∩ V2 ∩ IrR,V (p,ΣU2(1)) ∩ ∙ ∙ ∙ ∩ I
 rR,V (p,ΣU2(q))
 is open and dense at X. Hence IrR,V (p)(Mj) is open and dense at X, and
 by Theorem 3.5.4 i), it is open and dense in XrR,V . So IrR,V (p) is residual.
 Openness follows the same as in Lemma 3.5.15.
 3.5.7 Hr
 R,V (p) is residual
 To prove Theorem 3.5.5 we prove that for each X ∈ HrR,V (p), there is a neigh-
 bourhood N in XrR,V such that Hr
 R,V (p)∩N is residual in N . This proves that
 Hr
 R,V (p) is locally residual in HrR,V (p) and so residual. The proof is much the
 same as for the generic case [1, 92, 107], so we will sketch the proof here with
 the changes necessary for the space XrR,V .
 Let X ∈ HrR,V (p) suppose that M is compact, and let γ1, . . . γk be critical
 elements (fixed points or periodic orbits) of X. Then there is a neighbourhood
 N of X and a C1 pseudorepresentation σ±i : N → Cr(P i,M) that parametrises
 the stable(-)/unstable(+) manifold of each fixed point, where P i is either Rs(i)
 (s(i) = 0, 1, 2, 3), Rs(i) × S1 or Rs(i)×S1 (s(i) = 0, 1, 2). This is because the
 local stable/unstable manifolds depend continuously in the C1 topology on the
 vector field in the Cr topology. From Theorem 3.5.4 i) we may assume that
 all fixed points remain hyperbolic in N .
 Lemma 3.5.19. The map F : N × P 1 × P 2 →M ×M defined by
 F (Y )(pi, pj) = (σi(Y )(pi), σj(Y )(pj)), pi,j ∈ Pi,j
 is transversal to the diagonal Δ = (m,m) ⊂M ×M .
 Proof. We first consider fixed points. In the case of a general pair of
 asymmetric fixed points, the results follows from [96]. As noted in sec-
 tion 3.5.2, fixed points are generically non-symmetric in our case, and so
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 to prove the Lemma, we need only consider stable/unstable manifolds of
 an symmetric pair of asymmetric fixed points. So let F+ be a fixed point
 of X with a 2 dimensional unstable manifold, and let F− be a fixed point
 with a 2 dimensional stable manifold, such that R(F+) = F−. (The case
 for 1 dimensional stable/unstable manifolds will follow trivially from this
 case.) Finally suppose that W u(F+) and W s(F−) intersect tangentially at
 Fix R. For intersections that do not intersect Fix R, the result again fol-
 lows from [96]. Since transversality is preserved along trajectories, we let
 m ∈ W s(F−) ∩W u(F+) ∩ Fix R. Then Tm(W s(F−)) = R(Tm(Wu(F+))) and
 so it follows that Tm(Ws(F−)) = (Tm(W
 u(F+))) ∈ Fix(−R), and m is a het-
 eroclinic point between F+ and F−. Since the stable/unstable manifolds are
 transverse to Fix R, a small perturbation cannot destroy this intersection, and
 the orbit through m is a stable heteroclinic connection.
 Now let U1 be a C∞ coordinate neighbourhood of m. Let U2 ⊂ U2 ⊂ U1,
 and again take flow box coordinates (t, y, z) in U2. Use coordinates as in
 section 3.5.5, Ω = dx ∧ dy ∧ dz. The range of coordinates valid in U2 is
 Y = [−T, T ] × [−b, b] × [−b, b], and {(t, 0, 0)} is the orbit through m, and
 (0, y, 0) = Fix R, (0, 0, z) ∈ Fix(−R).
 Suppose the dense set we are using for the transversality theorem is HrR,V (0),
 then both fixed points are hyperbolic. N is such that the fixed points F+
 and F− persist and remain hyperbolic, the N -dependence of F+, F− will be
 omitted in the notation.
 Let L : [−b, b]×[−b, b]→ R be a Cr+1 function such that support L ⊂ (−b, b)×
 (−b, b). For reversibility we require L(y,−z) = L(y, z). Then ∂∂zL(0, 0) = 0,
 and let ∂∂yL(0, 0) = 0, ∂2
 ∂z2L(0, 0) 6= 0. Also let g : [−T, T ] → R be a Cr+1
 function with support(g) ⊂ [−T, T ] such that g(−t) = g(t) and∫ T0g(t)dt = 1.
 Again, Xc = X + cL is the perturbed vector field, with L : y → TyM (y ∈ Y )
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 given by
 L(t, y, z) =
 0
 g(t) ∂∂zL(y, z)
 −g(t) ∂∂yL(y, z)
 .
 Note L ∈ XrR,V . Then the orbit through m = (0, 0, 0) is unaffected by the
 perturbation for all c. We would like to see the effect of the perturbation on
 orbits in the manifold close to {(t, 0, 0)}, so let ~v be the unit tangent direction
 of the unstable manifold W u(F+) at t = −T , in the direction of Fix(−R).
 Then the directional derivative is given by
 ∇~v
 (d
 dcϕ(Xc, T, (−T, y, z))
 )∣∣∣∣y,z=0
 = ∇~v
 0
 ∂∂zL(y, z)
 − ∂∂yL(y, z)
 y,z=0
 =
 0
 ∂2
 ∂z2(L(0, 0))
 0
 , (3.65)
 where ∂2
 ∂z2(L(0, 0)) 6= 0, so the effect of the perturbation of W u(F+) is to
 make it transversal to Fix(−R) at t = 0. The effect on W s(F−) is the R-
 image, and so the manifolds can be made transversal with an arbitrarily small
 perturbation.
 The case for periodic orbits may be treated in the same way. We need only
 consider saddle symmetric periodic orbits whose stable and unstable manifolds
 coincide in a homoclinic loop. Then we set up the perturbation about a sym-
 metric homoclinic orbit at a point m ∈ Fix R exactly as for the fixed points.
 Such a homoclinic orbit cannot be perturbed away, but may be perturbed to
 become a transversal homoclinic intersection. This completes the proof of the
 Lemma. �
 The proof of Theorem 3.5.5 is now the same as in the general case [92, 107].
 These arguments can now be applied with these special perturbations in the
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 stable/unstable manifolds to show that for each X ∈ HrR,V (p) there is a neigh-
 bourhood N in XrR,V such that Hr
 R,V (p) ∩ N is residual in N for p > 0. This
 proves Hr
 R,V (p) is locally residual and so residual. The case r = ∞ or M
 noncompact is the same as in [96]. �
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Chapter 4
 Heteroclinic Cycle Bifurcation:
 Geometrical Analysis
 We have seen in Chapter 3 that heteroclinic cycles are generic in the unfolding
 of the codimension one reversible Hopf-zero bifurcation. This heteroclinic cy-
 cle bifurcation is also known to exist for the Michelson system at c ≈ 0.84952,
 see equation (2.25). In this chapter we study the dynamics near a hetero-
 clinic cycle bifurcation in reversible systems. The analysis contained in this
 chapter is original for the reversible case—see [76], which also includes parts
 of chapter 3. An analysis for the general (nonsymmetric) codimension 2 case
 appears in [17, 18], which contain some of the same results obtained here, in-
 cluding existence of certain periodic, heteroclinic and homoclinic solutions in a
 neighbourhood of the unfolding of the heteroclinic cycle bifurcation. The het-
 eroclinic cycle bifurcation studied here is also considered in [35] as part of the
 generic unfolding of the triple zero eigenvalue steady state bifurcation. There
 the authors prove the existence of homoclinic and heteroclinic orbits close to
 heteroclinic cycles in a two parameter unfolding.
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 4.1 Hypotheses and Main Theorems
 We consider a one-parameter family of R-reversible vector fields F : R3×R→
 R3, with R acting as (3.1), satisfying the following properties:
 H1 F has two fixed points p1 and p2, such that R(p1) = p2.
 H2 Df(p1) has one real eigenvalue μ < 0 and a complex pair of eigenvalues
 ρ±iω with ρ, ω > 0. By the reversing symmetry, the spectrum of Df(p2)
 is −μ, −ρ± iω.
 H3 There exists a symmetric heteroclinic solution q2(t) contained in the
 (transversal) intersection the two dimensional stable manifold of p2 and
 the two dimensional unstable manifold of p1, ie q2(t) ∈ W s(p0)∩W u(p1)
 for all λ ∈ [−ε, ε] for ε sufficiently small.
 H4 At λ = 0 the unstable manifold of p2 coincides with the stable manifold
 of p1 to form a symmetric heteroclinic connection q1(t), ie Wu(p2) =
 W s(p1). This connection is necessarily symmetric, so F (∙, 0) has a sym-
 metric heteroclinic loop. Additionally W u(p2) passes with positive speed
 with respect to the parameter λ through Fix R at λ = 0.
 Hypothesis [H1-H4] are persistent in one-parameter families of smooth R-
 reversible vector fields in R3. See Figure 4.1 for a sketch of the situation.
 Our results include the existence of certain symmetric heteroclinic and periodic
 solutions close to our original heteroclinic cycle. We shall recall some terminol-
 ogy in order to distinguish different types of these orbits. A heteroclinic orbit
 connecting p2 to p1 is called a 1D heteroclinic orbit, and this must be a sym-
 metric connection by uniqueness. By Lemma 4.4.1, a symmetric heteroclinic
 orbit must intersect Fix R precisely once. 1D heteroclinic orbits may intersect
 Fix R in Σ1 (see section 4.2 for definitions of the sections), or in Σ2. We call
 these ‘upper’ and ‘lower’ symmetric heteroclinic connections respectively. 1D
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 Fix R
 φΣ2
 Σ1
 σ2
 σ1
 σ′2
 σ′1
 ψ1
 ψ′1
 ψ2 ψ′2
 φ′
 h(t)
 p2p1
 Figure 4.1: The heteroclinic cycle at λ = 0 with section planes and return
 maps indicated.
 heteroclinic orbits that intersect Σ1 n times are called n-heteroclinic connec-
 tions. Heteroclinic orbits connecting p1 to p2 are called 2D heteroclinic orbits.
 These orbits may be symmetric, or may occur in asymmetric pairs. Symmetric
 2D heteroclinic orbits may similarly intersect Fix R in Σ1 or Σ2; these are ‘up-
 per’ and ‘lower’ connections respectively. 2D heteroclinic connections which
 intersect Σ2 n times are called n-heteroclinics. Our original heteroclinic cycle
 is a 1-heteroclinic cycle.
 It can be shown that an orbit in such an R-reversible system is a symmetric
 periodic solution if and only if it intersects Fix R exactly twice, see Lemma
 4.4.1. An n-periodic solution is one that intersects Σ2 (or Σ1) n times. Note
 that homoclinic solutions to either fixed point p1, p2 cannot be symmetric in
 our situation, but must appear in asymmetric pairs. We define n-homoclinic
 solutions in the same way as for n-periodic solutions.
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 Our main results are summarized in the following theorems:
 Theorem 4.1.1. At λ = 0, when there is a 1-heteroclinic cycle, for all n ∈
 N there is a countably infinite number of (upper and lower) symmetric (and
 asymmetric for n > 2), transverse n-2D heteroclinic orbits accumulating to the
 1-heteroclinic cycle. Each n-2D symmetric heteroclinic solution constitutes—
 in combination with the 1D heteroclinic—a symmetric heteroclinic cycle.
 Theorem 4.1.2. For each of these heteroclinic cycles there exists a countably
 infinite family of symmetric periodic solutions with growing period, converging
 to the heteroclinic cycle as the period goes to infinity. For small λ, these
 symmetric periodic solutions form a one parameter family, parametrised by
 period.
 Theorem 4.1.3. For sufficiently small |λ| there exists a countably infinite set
 of parameter values {λk}, converging exponentially to zero such that at λ = λk,
 there exists an upper (or lower) n-1D heteroclinic orbit. Such a heteroclinic
 connection is symmetric.
 Theorem 4.1.4. For sufficiently small |λ| there exists a countably infinite
 set of parameter values {λj}, converging exponentially to zero such that at
 λ = λj, p0 and p1 have n-homoclinic solutions. These homoclinic connections
 are asymmetric.
 Theorem 4.1.5. At λ = 0 there exists a ’symmetric horseshoe’ - that is,
 for any n ∈ N, there exists a uniformly hyperbolic invariant set which is R-
 invariant and indecomposable, whose dynamics is topologically conjugate to
 a full shift on n symbols. Each of these sets is structurally stable, and so
 persists for |λ| sufficiently small. However, the union of all of these sets is not
 structurally stable and is destroyed with any small perturbation of λ.
 This chapter is organized as follows. In Section 4.2 we discuss the surface of
 sections we use in our study of the heteroclinic bifurcation. In Section 4.2.1 we
 present the return maps that represent the dynamics around the heteroclinic
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4. Geometrical Analysis Sections and return maps
 loop. In section 4.3 we study the important properties of these return maps.
 We will use these return maps together with their geometric properties to prove
 our results in sections 4.4 and 4.5.
 4.2 Sections and return maps
 In this section we lay out the surfaces of sections that we will employ to define
 our return maps.
 We define two main local sections, Σ1 and Σ2, satisfying the following proper-
 ties.
 • The sections are setwise invariant under R: R(Σ1) = Σ1 and R(Σ2) = Σ2.
 Consequently, Fix (R) bisects Σ1 and Σ2. We distinguish between the
 local actions of the time-reversal symmetry R: R1 = R|Σ1 and R2 = R|Σ2 .
 • The sections are locally transverse to the the flow of F at λ = 0 (and
 hence also at sufficiently small values of λ).
 • The section Σ1 is locally transverse to W s(p1) andWu(p2). Similarly the
 section Σ2 is locally transverse to Ws(p2) and W
 u(p1);
 We now define more sections close to the saddle-foci p1 and p2. σ2 is a local
 section transversal to W s(p2). σ1 is a local section transversal to Wu(p2).
 We define σ′1 = R(σ1) and σ′2 = R(σ2). Next we define first hit maps between
 the surfaces of section. Note that these maps are locally well defined since at
 λ = 0 the surfaces of section intersect the heteroclinic loop between p1 and p2
 transversally.
 We first define the Poincare return map F2 : Σ2 → Σ2:
 F2 = ψ′1 ◦ φ
 ′ ◦ ψ′2 ◦ ψ2 ◦ φ ◦ ψ1, (4.1)
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 where the maps ψ1 : Σ2 → σ2, φ : σ2 → σ1, ψ2 : σ1 → Σ1, ψ′2 : Σ1 → σ′1,
 φ′ : σ′1 → σ′2, and ψ′1 : σ
 ′2 → Σ2 are first hit maps, see Figure 4.1.
 We may use the reversibility of the vector field to express the maps ψ′1, ψ′2 and
 φ′ in terms of ψ1, ψ2, φ, R, R1 and R2. Namely:
 ψ′1 = R2 ◦ ψ−11 ◦R,ψ
 ′2 = R ◦ ψ
 −12 ◦R1, φ
 ′ = Rφ−1R.
 Consequently, we have:
 F2 = R2 ◦ ψ−11 ◦ φ
 −1 ◦ ψ−12 ◦R1 ◦ ψ2 ◦ φ ◦ ψ1. (4.2)
 and it is readily verified that F2 is a R2-reversible map, ie
 F−12 = R2 ◦ F2 ◦R−12 . (4.3)
 Similarly it is easy to show that the Poincare return map F1 : Σ1 → Σ1 satisfies
 F1 = ψ2 ◦ φ ◦ ψ1 ◦R2 ◦ ψ−11 ◦ φ
 −1 ◦ ψ−12 ◦R1. (4.4)
 and that hence F1 is a R1-reversible map, ie
 F−11 = R1 ◦ F1 ◦R−11 . (4.5)
 4.2.1 Return map for local flow
 We now will find expressions for the local return maps. We will consider the
 local map φ about the saddle point p2, the corresponding properties for the
 map φ′ can be deduced from the form of φ and the fact that φ′ = Rφ−1R.
 This local map will provide an important basis for understanding the features
 of the dynamics we are interested in.
 Since the saddle fixed point p2 is hyperbolic, there will be a unique hyperbolic
 saddle point pλ2 for each |λ| sufficiently small. We can make smooth (C∞)
 bump function transformations such that pλ2 = p2 for all sufficiently small |λ|.
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 We will assume we have carried out such a change of coordinates. The effect
 of this change coordinates in some neighbourhood of pλ2 is to just translate the
 neighbourhood to around p2. We may assume that the fixed point p2 is at the
 point (−p, 0, 0) in global coordinates. Fix R is spanned by (0, 1, 0).
 We now choose local coordinates around p2 such that p2 is at the origin. Recall
 the eigenvalues of the fixed point p2 are −ρ(λ)± iω(λ), μ(λ), with ρ(λ), μ(λ) >
 0. From now on we shall drop the argument λ. It can be shown [9] that there
 exists a local C1 change of coordinates (and a reparametrisation of time), such
 that in these coordinates the flow in an ε-neighbourhood near the saddle point
 p2 is linear:
 xL = −(ρ/μ)xL + (ω/μ)yL
 yL = −(ω/μ)xL − (ρ/μ)yL (4.6)
 zL = zL.
 In these coordinates the local stable and unstable manifolds are flattened. We
 will define the local section σ2 as follows:
 σ2 = {(xL, yL, zL) ∈ R3 | xL = 0, yL = y
 ∗ ± δ},
 where the point of first intersection of q2(t) and σ2 is (0, y∗, 0), and δ is suffi-
 ciently small such that (0, y∗, 0) is the only intersection of q2(t) with σ2. Note
 that {(0, y, 0)} ⊂ σ2 is the trace of the two dimensional stable manifold Ws(p2)
 in σ2. We also have
 σ1 = {(x, y, z) ∈ R3 | z = d}.
 Note also that {(0, 0, d)} ∈ σ1 is the trace of the one dimensional unstable
 manifold W u(p2).
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 Clearly the flow in these local coordinates is given by:
 xL(t) = xL(0) exp(−ρt
 μ) cos(
 ω
 μt) + yL(0) exp(
 −ρtμ) sin(
 ω
 μt)
 yL(t) = yL(0) exp(−ρt
 μ) cos(
 ω
 μt)− xL(0) exp(
 −ρtμ) sin(
 ω
 μt) (4.7)
 zL(t) = zL(0) exp(t),
 We can calculate the time of flight from σ2 to σ1 from the third equation of
 (4.7) as t∗ = − ln(zL(0)/d). Then we can write down the local map φ : σ2 → σ1
 as:
 xL = φ1(yL, zL) = yL(zLd
 )ρ/μsin(ωμln(zLd
 ))
 yL = φ2(yL, zL) = yL(zLd
 )ρ/μcos(ωμln(zLd
 )) (4.8)
 We carry out analogous changes of coordinates for the fixed point p1, and
 denote the corresponding coordinates as (x′L, y′L, z
 ′L).
 We also choose the following surfaces of section:
 Σ1,2 = {(x, y, z) ∈ R3 | x = 0}, (4.9)
 We will use local coordinates (yi, zi) on these sections, such that (0, 0) is the
 point of intersection of the heteroclinic orbits that exist at λ = 0, and the
 sections Σi. Fix Ri is spanned by (1, 0).
 For the construction of the global maps, we may write, for example ψ1 : Σ2 →
 σ2 as
 ψ1
 y0
 z0
 =
 yL
 zL
 =
 y∗
 0
 + A
 y0
 z0
 + ∙ ∙ ∙ (4.10)
 where the dots denote terms of higher order. Since the map ψ1 is a diffeomor-
 116

Page 117
                        
                        

4. Geometrical Analysis Dynamics of the return maps
 phism, A is a nonsingular matrix. We can similarly write
 ψ2
 xL
 yL
 =
 y1
 z1
 = B
 xL
 yL
 + ∙ ∙ ∙ (4.11)
 ψ′2
 y1
 z1
 =
 x′L
 y′L
 = RB−1R1
 y1
 z1
 + ∙ ∙ ∙ (4.12)
 ψ′1
 y′L
 z′L
 =
 y0
 z0
 = R0A−1R
 y′L − y
 ∗
 z′L
 + ∙ ∙ ∙ (4.13)
 We may assume by fixing a choice of coordinates that A is an orientation
 preserving matrix, where B is an orientation reversing matrix. Note then that
 the compositions ψ′2 ◦ ψ2 and ψ′2 ◦ ψ2 appear to be orientation reversing if we
 identify (xL, yL, zL) with (x′L, y
 ′L, z
 ′L), but this is just due to the choice of local
 coordinates about the points p1, p2. Finally, R1,2 act on the sections Σ1,2 as:
 R1,2 :
 0
 y
 z
 →
 0
 y
 −z
 . (4.14)
 4.3 Dynamics of the return maps
 In this section we establish three Lemmas that are central to the proofs of the
 existence theorems 4.1.1–4.1.5.
 Lemma 4.3.1. Let (yL(s), zL(s)) be a line segment in σ2, parameterised by s,
 such that yL(0) is close to y∗, zL(0) = 0,
 ∂z(s)∂s|s=0 6= 0, and (yL(s), zL(s)) is
 transverse to the local stable manifold W s(p2). Then the image of (yL(s), zL(s))
 under the local map φ is a logarithmic spiral in σ1. That is, in polar coordinates
 xL = r sin θ, yL = r cos θ, the image of (yL(s), zL(s)) takes the form
 r = yL(s)(zL(s)d
 )ρ/μ
 θ = ωμln(zL(s)d
 ).
 (4.15)
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 Proof. From (4.8), we may write the image of (yL(s), zL(s)) in σ1 as
 xL = φ1(yL(s), zL(s)) = yL(s)(zL(s)d
 )ρ/μsin(ωμln(zL(s)d
 ))
 yL = φ2(yL(s), zL(s)) = yL(s)(zL(s)d
 )ρ/μcos(ωμln(zL(s)d
 )),(4.16)
 from which the statement of the Lemma is immediate. �
 The following lemma gives the image in σ′2 of a logarithmic spiral in σ′1 under
 the map φ′.
 Lemma 4.3.2. Consider a logarithmic spiral Γ in σ′1 which has the form
 x′L(s) = ayL(s)
 (zL(s)
 d
 )ρ/μsin
 (ω
 μln
 (zL(s)
 d
 ))
 +byL(s)
 (zL(s)
 d
 )ρ/μcos
 (ω
 μln
 (zL(s)
 d
 ))
 + ∙ ∙ ∙ (4.17)
 y′L(s) = cyL(s)
 (zL(s)
 d
 )ρ/μsin
 (ω
 μln
 (zL(s)
 d
 ))
 +dyL(s)
 (zL(s)
 d
 )ρ/μcos
 (ω
 μln
 (zL(s)
 d
 ))
 + ∙ ∙ ∙ , (4.18)
 where a, b, c, d are constants, ad − bc = −1, and the ellipsis denotes terms of
 higher order in zL(s) (as zL(s) → 0). Here (yL(s), zL(s)) satisfies the same
 properties as in Lemma 4.3.1. Generically, the image of Γ under φ′ in σ′2 will
 be a countably infinite set of lines which accumulate exponentially C1 close to
 W u(p1) with the order of z′L ∼ exp
 (−μωnπ)for n ∈ N.
 Proof. Recall that φ′−1 = RφR, so the pre-image of a point (y′L, z′L) ∈ σ′2
 will be, in polar coordinates x′L = r′ sin θ′, y′L = r
 ′ cos θ′:
 r′ = y′L
 (z′Ld
 )ρ/μ
 θ′ = ωμln(z′Ld
 ).
 (4.19)
 We will first consider the case where the matrix A1 =
 a b
 c d
 =
 −1 0
 0 1
 and neglect the higher order terms. Then, in (r′, θ′) coordinates Γ will have
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 the form
 r′ = yL(s)(zL(s)d
 )ρ/μ
 θ′ = −ωμln(zL(s)d
 ).
 (4.20)
 We note that the equations for θ′ are modulo 2π, and that the θ′ equation
 in (4.19) is valid for −θ′ sufficiently large, and the equation for θ′ in (4.20) is
 valid for θ′ sufficiently large. We will consider first fixing yL ∈ σ′2, and search
 for values of zL ∈ σ′2 that are in the image of Γ under φ′.
 By equating the radius coordinates of (4.19), (4.20), we obtain
 z′L =
 (yL(s)
 y′L
 )μ/ρzL(s). (4.21)
 Note that (4.21) gives z′L as a function of s, we write z′L = z
 ′L(s). yL(s) is O(1)
 in s as s→ 0, so z′L(s) and zL(s) are of the same order as s→ 0.
 Now recall that the equations for the arguments in (4.19), (4.20) are modulo
 2π, and so for z′L(s), zL(s) sufficiently small, equating the angle equations in
 (4.19), (4.20) gives
 z′L(s) = d
 (yL(s)
 y′L
 )μ/2ρ. exp
 (−μ
 ωnπ), (4.22)
 for n ∈ N. As s → 0, yL(s) tends to a constant and z′L(s) → 0. Then
 for a fixed large n ∈ N, (4.22) has a solution for s close to zero. This is a
 point at which the curves Γ and the pre-image of (y′L, z′L) (for fixed y
 ′L) in
 σ′1 intersect. Moreover sincedzL(s)ds(and hence
 dz′L(s)
 ds) is bounded away from
 zero for s sufficiently close to zero, and dyL(s)dsis approximately constant for
 s sufficiently close to zero, for n large enough this intersection is transverse.
 Substituting (4.22) into (4.19), we see that these intersections (for each n ∈ N)
 occur every π in the angle argument, asymptotically as s → 0. We may use
 the Implicit Function Theorem to show that as yL is varied, we can still find
 a unique value for s such that the two curves intersect transversally. Then
 the image of Γ under the map φ′ is a countable set of lines that exponentially
 accumulate to z′ = 0 (the unstable manifold of p1). They accumulate with the
 order of exp(−μωnπ)for n ∈ N.
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 L
 ΓB1{Γ}
 Figure 4.2: The spirals Γ and B1{Γ} in the section σ′1. The line L shown is
 spanned by the expanding eigenvector of B1. The dashed spiral is the preimage
 of (y′L, z′L) ∈ σ
 ′2 under φ
 ′, for fixed y′L.
 We now consider the matrix A1 6=
 −1 0
 0 1
 . Let B1 6= I be a matrix such
 that A1 = B1
 −1 0
 0 1
 , so B1 has determinant 1. Then B1 has the effect
 of a linear transformation of the curve Γ previously studied. Assume B1 is a
 hyperbolic matrix, since if it acts as a rotation the effect is trivial. As before
 first fix y′L and consider the intersections of Γ with the pre-image of (y′L, z
 ′L).
 These intersections are approximately π apart in the angle θ′. Now consider
 the line L in σ′1 that is spanned by an eigenvector of B1, such that this line
 bisects these intersections, see Fig 4.2. We use L to divide Γ into disjoint,
 countably many arcs, each of length 2π in the angle variable, such that each
 endpoint of each arc is in L. The effect of B1 on each of these arcs is similar,
 so we just consider one of these arcs. In fact, by rotational symmetry of Γ
 and of B1, the effect of the transformation is similar on each half of these arcs,
 each of length π. It is clear that the transformed curve B1{Γ} cannot have
 fewer intersections with the pre-image of (y′L, z′L) than Γ. (Each intersection
 can be ‘continued’ as we linearly continuously deform the curve Γ to B1{Γ}.
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 Moreover, for the reasons of symmetry just mentioned, the intersections will
 still be π apart in the angle variable.) The only possible problem is that these
 intersections will be nontransverse. Again it is clear that these intersection
 could not be quadratic (or any tangency of ‘even’ type). However we cannot
 necessarily avoid a tangency in general, and so must make a condition to avoid
 tangencies. This condition is satisfied on an open and dense set, see section
 4.5.
 We conclude that the curve Γ in the statement of the Lemma generically
 intersects transversally with the pre-image of (y′L, z′L) at least in countably
 many points, all of which are asymptotically π apart in the angle variable. As
 before we may use transversality arguments to conclude that the image of Γ in
 σ′2 is a set of lines exponentially accumulating to z′ = 0 (the unstable manifold
 of p1). They accumulate with the order of exp(−μωnπ)for n ∈ N. As all
 intersections are transversal, the addition of the (arbitrarily small) higher order
 terms in the expression of Γ do not affect this result for (x′L, y′L) sufficiently
 small in σ′1. �
 Remark 4.3.3. Even without the generic condition, the image would still be
 that of an exponentially accumulating set of lines, and the existence theorems
 for heteroclinic and homoclinic orbits would remain unaffected. However, in
 the case of a tangency, nearby orbits (found in section 4.4) may bifurcate, see
 Figure 4.3, and also Figures 5.4 and 5.5 in section 5.5.
 The following gives the same result as Lemma 4.3.2 for a line segment in σ′1.
 Lemma 4.3.4. Consider a line segment γ in σ′1 which has the form
 x′L(s) = as+ ∙ ∙ ∙
 y′L(s) = bs+ ∙ ∙ ∙(4.23)
 where a, b are constants, with at least one of them not equal to zero, and the
 ellipsis denotes terms of higher order in s (as s → 0). The image of γ under
 φ′ in σ′2 will be a countably infinite set of lines which accumulate exponentially
 C1 close to W u(p1) with the order of z′L ∼ exp
 (−μωnπ)for n ∈ N.
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 y
 z
 y
 z
 y
 z
 Figure 4.3: Unfolding of a tangency of two spirals. The above case may oc-
 cur for 2-2D heteroclinic orbits, for example. The spirals shown here are a
 symmetric pair, but in general this need not be the case for orbit bifurcation.
 Proof. The proof is similar to Lemma 4.3.2. The line γ and the preimage of
 (y′L, z′L) in σ
 ′1 for constant y
 ′L intersect transversally in countably many points,
 and we may use the Implicit Function Theorem to show that as we vary y′L,
 we see that the image of γ in σ′2 is a countable set of lines accumulating
 exponentially to z′L = 0 at the rate z′L ∼ exp
 (−μωnπ)for n ∈ N. �
 Now we have the appropriate results to enable us to prove Theorems 4.1.1–
 4.1.4.
 4.4 Analysis of the Return Maps
 The following Lemma characterizes symmetric orbits in R-reversible vector
 fields. We will use this result when searching for symmetric orbits in this
 section. For a proof, see [117].
 Lemma 4.4.1. A maximal orbit γ (i.e. the orbit does not retrace itself) of an
 R-reversible vector field is symmetric if and only if
 γ ∩ Fix R 6= ∅.
 If γ is a symmetric orbit then precisely one of the following holds:
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 1. γ ⊂ Fix R: then γ is a symmetric fixed point,
 2. γ 6⊂ Fix R, γ∩Fix R consists of exactly one point: then γ is not a closed
 orbit.
 3. γ 6⊂ Fix R, γ ∩ Fix R consists of exactly two distinct points: then γ is a
 closed orbit.
 From this Lemma we see that heteroclinic orbits fall into case 2. Periodic
 orbits fall into case 3, but note that in general a closed orbit that intersects
 Fix R twice may be considered to be a symmetric homoclinic orbit. In our
 situation this case does not arise.
 4.4.1 Symmetric and asymmetric 2D heteroclinic orbits
 From Lemma 4.4.1 we have a simple characterization of symmetric heteroclin-
 ics (from p1 or p2). A solution starting at p1 or p2 is a symmetric heteroclinic
 solution if and only if it intersects Fix R. This solution intersects Fix R pre-
 cisely once.
 Throughout, we will have a shortest symmetric 2D heteroclinic connection
 q2(t) formed by the transversal intersection of Ws(p2) and W
 u(p1). The char-
 acterization of this heteroclinic orbit is that it does not pass through Σ1. This
 heteroclinic orbit is the unique 1-2D heteroclinic.
 Note that for an n-2D heteroclinic, it is a ‘lower’ heteroclinic if and only if n
 is odd.
 Proof of Theorem 4.1.1. We first follow the unstable manifolds of p1 to
 track down 2D heteroclinics at λ = 0. The local unstable manifold of p1 in
 σ′2 is given by the set z′L = 0. Consider first the map ψ
 ′1 acting on W
 u(p1).
 By (4.13) and the symmetry (4.14), the image of W u(p1) under ψ′1 will be
 a C1 line segment in Σ2, which lies transverse to Fix R and the image of
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 W s(p2) under ψ−11 . By (4.10), the image of this line segment under ψ1 will be
 another line segment in σ2, which satisfies the hypotheses of Lemma 4.3.1. So
 by Lemma 4.3.1, the image of this line segment is a logarithmic spiral in σ1.
 We may then diffeomorphically transport this spiral to Σ1 under ψ2. Call this
 spiral Υ. Now, arguments similar to those used before show that this spiral
 will intersect Fix R in countable many points, that exponentially accumulate
 to the centre of the spiral. By Lemma 4.4.1, each of these points indicate a
 symmetric 2-2D heteroclinic orbit. It is clear that the image of W s(p2) under
 (ψ′2)−1 ◦ (φ′)−1 ◦ (ψ′1)
 −1 ◦ ψ−11 in Σ1 is the R1-image of Υ, and it is easy to
 see that for (y, z) sufficiently small in Σ1, these two spirals will intersect along
 Fix R. These intersections are transverse. These intersections may or may not
 represent the complete set of 2-2D heteroclinic orbits, this will depend on the
 geometry of the two spirals, c.f. Figures 5.4 and 5.5.
 Now take the pre-image of Υ in σ1, and consider mapping it to σ′1 by ψ
 ′2◦ψ2. By
 (4.11), (4.12), the linear part of this map does have determinant -1, and so the
 spiral satisfies the hypotheses of Lemma 4.3.2. Applying Lemma 4.3.2 shows
 now that the image of the unstable manifold of p1 exponentially accumulates
 on itself as a set of lines in σ′2. By (4.13), any one of these lines (sufficiently
 close to z′L = 0 in σ′2) maps to Σ2 by ψ
 ′1 as a line segment which is transversal
 to Fix R and W s(p2). Where it intersects Fix R we have a symmetric 3-2D
 heteroclinic orbit, and where it intersects W s(p2) we have a 2-2D heteroclinic
 orbit. By the reversing symmetry, we may apply the same procedure to the
 stable manifold of p2 to produce an exponentially accumulating set of lines
 in Σ2 which are the R-images of those for the unstable manifold of p1. By
 choosing two lines (one in the image of W u(p1) and one in the pre-image of
 W s(p2)) that are not symmetric images of each other, for (y, z) sufficiently
 small, these lines will have an intersection that produces an asymmetric 3-2D
 heteroclinic orbit.
 We can repeat this procedure ad infinitum to reveal the existence of n-2D
 124

Page 125
                        
                        

4. Geometrical Analysis Analysis of the Return Maps
 heteroclinic orbits, for any n. Similar arguments to those above show that
 for n ≥ 3 the connections may be symmetric or asymmetric, and there are
 countably many of each. We note that for n ≥ 3, most of the connections are
 asymmetric.
 This completes the proof of Theorem 4.1.1. �
 As λ is varied from 0, many of these heteroclinic orbits will be removed in
 saddle-node-type bifurcations. For any λ 6= 0, there will be only finitely many
 n-2D heteroclinic orbits for each n. This is because the centres of the spirals
 above no longer lie on Fix (R1). Also, many more asymmetric 2D heteroclinic
 orbits will be created, but the nature of how these are created is complicated,
 and will depend sensitively on the precise unfolding.
 4.4.2 Symmetric periodic solutions
 We use the return maps F1 and F2 to study the occurrence of R-symmetric
 periodic solutions. To that effect, we recall some simple characterization of
 symmetric periodic orbits for reversible maps. It is readily verified that sym-
 metric periodic solutions of the reversible vector field near the heteroclinic
 cycle give rise to R-symmetric periodic orbits of the return maps F1 and F2.
 Proposition 4.4.2. Let F be an R-reversible map, then an orbit of F is k-
 periodic and R-symmetric if and only if it intersects Fix (R)∪ Fix (R−1 ◦ F k)
 precisely twice.
 It is important to note that due to the reversibility, F2 = R2 ◦ P1 where
 P1 : Σ2 → Σ2 is an involution, ie P 21 = Id. In fact, Fix (P1) is precisely
 the pull-back by the flow of Fix (R1) inside Σ1 to Σ2, so that dim Fix (P1) =
 dim Fix (R1) = 1. Similarly we may define the involution P2 : Σ1 → Σ1 so that
 F1 = P2 ◦R1. Note that with our one-parameter family of vector fields F (∙, λ)
 it is natural to think of P2 and P1 being nonlinear involutions depending on a
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 parameter λ.
 Given the interpretation of P1 and P2, we may reformulate the result on peri-
 odic solutions as follows:
 Proposition 4.4.3. A periodic solution of F (∙, λ) near the heteroclinic cycle
 is R-symmetric if and only if it intersects Fix (R1) ∪ Fix (R2) precisely twice.
 Proof. Consider F2. Then P1 = R2 ◦ F2 and x ∈ Fix (P1) if and only if the
 solution of the vector field through x ∈ Σ2 intersects Fix (R1). Similarly for
 F1. �
 Of course, this property coincides exactly with the observation that for an
 R-reversible vector field a solution is periodic and R-symmetric if and only if
 it intersects Fix (R) precisely twice, see Lemma 4.4.1.
 We now distinguish between lower periodic solutions which have two inter-
 sections with Fix (R2), upper periodic solutions which have two intersections
 with Fix (R1), and mixed periodic solutions which have one intersection with
 Fix (R2) and one with Fix (R1). The latter type of symmetric periodic solu-
 tion is the simplest since these may occur as 1-periodic solutions, although all
 types will occur in our unfolding, see section 4.5.
 Proof of Theorem 4.1.2. We will consider first symmetric 1-periodic so-
 lutions that are close to the 1-heteroclinic cycle consisting of the unique 1-2D
 heteroclinic connection q2(t) and the 1D heteroclinic connection q1(t) that ex-
 ists only for λ = 0. To find these symmetric periodic solutions then, we evolve
 Fix R2 itself under the composition ψ2◦φ◦ψ1. Where this set intersects Fix R1
 we will find symmetric 1-periodic solutions, by Lemma 4.4.1. By Lemma 4.3.1
 we find
 ψ2 ◦ φ ◦ ψ1
 y
 0
 = B
 yL(zLd
 )ρ/μsin(ωμln(zLd
 ))
 yL(zLd
 )ρ/μcos(ωμln(zLd
 ))
 +O(z2ρ/μL ),
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 where yL = y∗ + a1y +O(y
 2), zL = a3y +O(y2). Then we may write
 ψ2 ◦ φ ◦ ψ1
 y
 0
 =
 y∗(a3yd
 )ρ/μ(b21 + b
 22)1/2 sin
 (ωμln(zLd
 )+ Φ1
 )
 y∗(a3yd
 )ρ/μ(b23 + b
 24)1/2 sin
 (ωμln(zLd
 )+ Φ2
 )
 +O(y(min{1+(ρ/μ),2ρ/μ})), (4.24)
 where Φ1 = tan−1(b1b2
 )and Φ2 = tan
 −1(b3b4
 ). Hence symmetric periodic
 solutions are given by the solutions to the equation
 yρ/μ sin
 (ω
 μln
 (zL
 d
 )
 + Φ2
 )
 +O(y(min{1+(ρ/μ),2ρ/μ})) = 0. (4.25)
 Note that the fact that B is nonsingular implies that b3, b4 are not both zero,
 and Φ1 6= Φ2. From (4.25) it is clear that at λ = 0 there are countably many
 intersections of Fix (R1) and ψ2 ◦ φ ◦ ψ1(Fix (R2)), and so countably many
 symmetric periodic orbits. It is also easy to see that these periodic orbits are
 asymptotically π/ω apart in the time of passage from Σ2 to Σ1. They are
 also transversal intersections, and so we may continue them as we vary the
 parameter λ. Applying the Implicit Function Theorem and a rescaling of the
 parameter shows that for |λ| sufficiently small, symmetric periodic solutions
 are given by the equation
 λ+ yρ/μ sin
 (ω
 μln
 (zL
 d
 )
 + Φ2
 )
 +O(y(min{1+(ρ/μ),2ρ/μ})) = 0,
 and so the set of symmetric periodic solutions forms a one parameter family,
 parametrised by period. This family is parametrised along the spiral that is
 the image of Fix R2 in Σ1 under ψ2 ◦ φ ◦ ψ1. The effect of perturbing the
 parameter λ is effectively to move this spiral transversally through Fix R1,
 and so by oscillating the parameter λ about zero we can follow the spiral into
 the centre, where the period tends to infinity, see Figure 4.4. Clearly as the
 period tends to infinity, the periodic orbit converges to the 1-heteroclinic cycle.
 We have studied symmetric 1-periodic orbits close to the heteroclinic cycle
 formed by q1(t), q2(t). As we shall see, there are countably many more hete-
 roclinic cycles that exist at different parameter values in any neighbourhood
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 0
 λ
 T
 y
 z
 Figure 4.4: Symmetric periodic orbits plotted with parameter λ against period
 T . The interval between zeros of this function are asymptotically equal to π/ω.
 Also shown is the image of Fix R2 in Σ1.
 of λ = 0. Clearly this same result may be applied to any one of these hetero-
 clinic cycles, and so we obtain a countable infinity of one parameter families
 of symmetric periodic orbits, each parametrised by period, which converges to
 the given heteroclinic cycle as the period approaches infinity. �
 4.4.3 1D heteroclinic orbits and homoclinic orbits
 Recall the characterization of symmetric heteroclinic orbits given in Lemma
 4.4.1. In fact, it is easy to see by uniqueness that 1D heteroclinic orbits must
 always be symmetric. Also, at most one such connection can occur for each
 parameter value. Similar to the 2D heteroclinic orbits, we have a shortest
 1D connection q1(t), formed by the coincidence of Wu(p2) and W
 s(p1), which
 exists only at λ = 0. This heteroclinic orbit is the unique 1-1D heteroclinic
 orbit.
 Homoclinic orbits to p1 and p2 in contrast must be asymmetric, and they occur
 in pairs. We will search for homoclinic orbits to the point p2. We call a solution
 128

Page 129
                        
                        

4. Geometrical Analysis Analysis of the Return Maps
 an n-homoclinic if it traces n consecutive loops through Σ1 (or Σ2).
 Sketch Proof of Theorems 4.1.3 and 4.1.4. For λ 6= 0 the local and
 global maps will change slightly, but not significantly to affect our analysis.
 What is more important is that for λ 6= 0, W s(p1) and Wu(p2) no longer
 coincide. In order to study the 1D heteroclinic orbits, for each λ 6= 0, we shall
 study the straight line ζ in Σ1 that passes through the traces of Ws(p1) and
 W u(p2). (In fact, any transversal line would do.) The tangent vectors to this
 line lie in Fix (−R1). We will parametrise this line by λ such that ζ(0) is the
 point where it crosses W s(p1), and ζ(λ′) is the point where it crosses W u
 λ′(p2),
 see Figure 4.5. Note that as λ varies this line has a possible translation in
 the direction of Fix (R1), but this is unimportant for our analysis. In Σ1,
 the parametrisation of ζ by λ is approximately a multiplicative factor away
 from the parametrisation of the locus of W u(p2) (or Ws(p1)) in Σ1 as λ is
 varied. Therefore exponential accumulation in ζ corresponds to exponential
 accumulation in the true parameter space with the same exponential rate.
 ζ ζ(0)ζ(λ′)
 Σ1
 Fix R1
 W uλ (p2) W s
 λ(p1)
 W uλ=0(p2) = W
 sλ=0(p1)
 Figure 4.5: The line ζ through the traces of W sλ(p1) and W
 uλ (p0).
 By studying ζ under the return maps, we are in fact studying the unstable
 manifold of p2 for each parameter value λ close to zero. By studying inter-
 sections with Fix (R2) ∪ Fix (R1) (resp. W s(p2)), we will find 1D heteroclinic
 orbits (resp. homoclinic orbits).
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 First we map ζ under ψ′2. Then ζ appears in σ′1 as a line segment, satisfying the
 hypotheses of Lemma 4.3.4. Applying Lemma 4.3.4, ζ then maps under φ′ to a
 countable set of exponentially accumulating lines to z′L = 0 in σ′2. Choosing one
 line sufficiently close to z′L, we may map this line to Σ2 such that it intersects
 both Fix (R2) and Ws(p2) transversally. Since there are a countably infinite
 number of lines with z′L sufficiently small, there is a countable infinity of 2-
 1D heteroclinic orbits and 1-homoclinic orbits, exponentially accumulating to
 λ = 0 in parameter space from both sides.
 Now take one of the lines in σ′2 sufficiently close to z′L = 0, and map it under
 ψ1 ◦ ψ′1. This appears in σ2 as a line segment satisfying the hypotheses of
 Lemma 4.3.1. Applying Lemma 4.3.1 then shows that this line maps to σ1 as
 a logarithmic spiral, which in turn maps to Σ1 diffeomorphically. Now, this
 spiral is not centred on W s(p1) in Σ1, but we may take it to be as close to the
 centre as we wish for λ close to zero. Then there will still be an arbitrarily
 large finite number of intersections of this spiral with Fix (R1) for λ sufficiently
 close to zero. Therefore there will be a countable infinity of 3-1D heteroclinic
 orbits exponentially accumulating to λ = 0.
 Then, mapping this spiral to σ′1 we obtain a logarithmic spiral that does not
 quite satisfy the conditions of Lemma 4.3.2 as it not centred on W s(p1), but is
 a small perturbation away from it. If this perturbation is sufficiently small (for
 λ close enough to zero), any finite number of the intersections of this spiral
 with the pre-image of (y′L, z′L) for fixed y
 ′L will persist, as in the proof of the
 Lemma. Then we may conclude that for λ close enough to zero, we may map
 the spiral into σ′2 as a finite set of lines which may get as close to z′L = 0 as
 we like for λ close to zero. Then we can map any of these lines under ψ′1 to
 Σ2 to find (for λ close to zero) transverse intersections with both Fix (R2) and
 W s(p2).
 We can repeat this procedure again indefinitely to reveal a countably infinite
 number of n-1D heteroclinic orbits for n ≥ 2 and n-homoclinic orbits for
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 n ≥ 1, occurring for unique parameter points, all accumulating exponentially
 to λ = 0 in parameter space from both sides. Moreover, since all intersections
 are transverse, these heteroclinic and homoclinic orbits are ‘generic’ in the
 sense that the unstable manifold of p2 passes through Fix R or Ws(p2) with
 positive speed with respect to the parameter.
 This concludes the proofs of Theorems 4.1.3 and 4.1.4. �
 4.5 The Symmetric Horseshoe
 It is well known, that under certain eigenvalue conditions, a homoclinic orbit
 such as the ones found in Theorem 4.1.4 may give rise to chaotic dynamics
 [48, 38, 102, 103]. With our notation, this condition is ρ < μ. However,
 under generic (open and dense) conditions, in our situation at λ = 0 there
 is another set of horseshoes which arises specifically due to the 1-heteroclinic
 cycle. This is an R-invariant, indecomposable, hyperbolic invariant set which
 is topologically conjugate to a full shift on n symbols, for any n ∈ N. In the
 case ρ/μ < 1, this set may be thought of as a bifurcation point of all the
 horseshoes that arise due to the homoclinic orbits.
 First, we take an open set B2 in Σ2 such that one side of B2 coincides with
 W s(p2), and such that if we map this strip to σ2 by ψ1, it appears as the set
 ψ1(S) = {(yL, zL) : 0 < zL < ε1, y∗ − ε2 < yL < y∗ + ε2}, (4.26)
 for some small ε2 � ε1 > 0. B2 appears in Σ2 as a thin strip along Ws(p2). By
 Lemma 4.3.1 ψ1(B2) is mapped to a ‘thickened’ logarithmic spiral in σ1, which
 in turn is mapped diffeomorphically by ψ2 to a logarithmic spiral S2 in Σ1.
 Now consider B1 := R2 ◦B2, this strip lies along W u(p1) in Σ2. Note that the
 leaves of B2, defined as the pre-image of the lines {(yL, zL) : yL = constant}
 in Σ0, generically intersect the leaves of B1 (defined similarly, or simply by
 letting R2 act on the leaves on B2) transversally everywhere.
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 By the reversibility, the map (ψ′2)−1 ◦ (φ′)−1 ◦ (ψ′1)
 −1 acts on B1 to produce a
 thickened spiral S1 in Σ1, which is the R1 image of S2, see Fig 4.6.
 Define the leaves of S2 to be the leaves of B2 under the map ψ2 ◦ φ ◦ ψ1.
 Similarly for the leaves of S1. Similar arguments to those used in the proof
 of Lemma 4.3.2 can be used to show that for ε1, ε2 sufficiently small, any two
 leaves of S2 and S1 intersect each other in countably many points, and under
 generic conditions, each intersection is transverse. We may define a countable
 set Mi (i ∈ N) of consecutive disjoint areas where the two spirals intersect,
 where Mi approaches the centre of the spirals as i → ∞, and Mi, Mi+1 are
 approximately π apart from each other in the angle coordinate. Define also
 Hi := ψ−11 ◦ φ−1 ◦ ψ−12 (Mi), (4.27)
 Vi := ψ′1 ◦ φ′ ◦ ψ′2(Mi). (4.28)
 Consider a finite number of the Mi, Hi and Vi for i sufficiently large. It is clear
 that F2(Hi) = Vi. Also, if we consider B := B1 ∩ B2 as a topological square
 B = {(y, z) ∈ R2 | 0 < y < 1, 0 < z < 1} then Hi and Vi can be considered
 ‘horizontal’ and ‘vertical’ strips in B respectively, according to the definitions
 in [53, section 5.2]. Following the exposition in [53], we would like to prove the
 following Proposition.
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 Σ2
 Σ1
 S2 S1
 Fix R2
 Fix R1
 ViVi+1
 Hi
 Hi+1
 B2 B1W s(p2) W u(p1)
 ψ2 ◦ φ ◦ ψ1 ψ′1 ◦ φ′ ◦ ψ′2
 Mi
 Mi+1
 Figure 4.6: The symmetric horseshoe, with horizontal strips Hi and vertical
 strips Vi.
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 Proposition 4.5.1. • There exist sector bundles Su(y, z) =
 {(ξ, η) | |ξ| < k|η|} defined over the union of all the Vi, and
 Ss(y, z) = {(ξ, η) | |η| < k|ξ|} defined over all the Hi with 0 < k < 1 such
 that DF2(Su(y, z)) ⊂ Su(F2(y, z)) and DF
 −12 (S
 s(y, z)) ⊂ Ss(F−12 (y, z)).
 • Let DF2(ξ0, η0) = (ξ1, η1) and DF−12 (ξ0, η0) = (ξ−1, η−1). Then |η1| ≥
 (1/k)|η0| and ξ−1 ≥ (1/k)|ξ0|.
 In order to verify the above, we need to use the derivative of the map
 F2 : Σ2 → Σ2. In our case we require a generic condition to ensure the
 existence of hyperbolic horseshoes. This condition is not necessary for the
 Shil’nikov homoclinic case [5, 121], given that the eigenvalue condition ρ/μ < 1
 is satisfied.
 Proof. We first study the map ψ2 ◦φ◦ψ1(Hi) more closely. We can write this
 map down as
 ψ2 ◦ φ ◦ ψ1
 y
 z
 = B
 yL(
 zLd)ρ/μ sin(ω
 μln( zL
 d))
 yL(zLd)ρ/μ cos(ω
 μln( zL
 d))
 + ∙ ∙ ∙ , (4.29)
 where here
 yL
 zL
 = ψ1
 y
 z
 =
 y∗
 0
 + A
 y
 z
 + ∙ ∙ ∙ ,
 and the ellipsis in (4.29) denotes terms of higher order in (y, z) (and hence also
 (yL − y∗, zL)). As i → ∞, Hi becomes C1 close to W s(p2) in Σ2, and hence
 ψ1(Hi) gets C1 close to the line zL = 0 in σ2. Now we consider the mapping
 Dψ2 ◦ φ
 yL
 zL
 =
 yL(
 zLd)ρ/μ(b1 sin(
 ωμln( zL
 d)) + b2 cos(
 ωμln( zL
 d)))
 yL(zLd)ρ/μ(b3 cos(
 ωμln( zL
 d)) + b4 sin(
 ωμln( zL
 d)))
 ,
 where B =
 b1 b2
 b3 b4
 . We may write
 Dψ2 ◦ φ
 yL
 zL
 =
 yL(
 zLd)ρ/μ(b21 + b
 22)1/2 sin(ω
 μln( zL
 d) + Φ1)
 yL(zLd)ρ/μ(b23 + b
 24)1/2 sin(ω
 μln( zL
 d) + Φ2)
 ,
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 where Φ1 = tan−1(b1b2
 ), Φ2 = tan
 −1(b3b4
 ). It may be verified that the angle
 that Dψ2 ◦ φ
 yL
 zL
 (where yL is a constant close to y∗) intersects the line
 z = 0 is equal to
 Θ0 := tan−1
 ((b23 + b
 24)1/2 sin(nπ − Φ2 + Φ4)
 (b21 + b22)1/2 sin(nπ − Φ2 + Φ3)
 )
 where zL = d exp(μω(nπ − Φ2)), n ∈ N, Φ3 = tan−1
 (b1ρ−b2ωb1ω+b2ρ
 )and Φ4 =
 tan−1(b3ρ−b4ωb3ω+b4ρ
 ). It may also be shown that the map Dψ2 ◦ φ maps lines
 zL = constant to radial lines in the (y, z) plane. It is clear now that Θ0 6= 0,
 and we may make the generic assumption that Θ0 6= π2. We will use this
 assumption when studying the eigenvalues and eigenvectors of the linearised
 return map. This condition is an open and dense condition on the first deriva-
 tives of the return maps, and since we have used C1 linearisation, the condition
 is Ck open and dense in general.
 The derivative of the map φ : σ2 → σ1 is given by
 Dφ(yL, zL) = yL
 (zLd
 )ρ/μ.
 1yLsin(ωμln(zLd
 )) ω cos(ωμln(zLd
 ))+ ρ sin
 (ωμln(zLd
 ))
 μzL
 1yLcos(ωμln(zLd
 )) ρ cos(ωμln(zLd
 ))− ω sin
 (ωμln(zLd
 ))
 μzL
 . (4.30)
 Then the derivative map D(ψ2 ◦ φ ◦ ψ1) is given by
 D(ψ2 ◦ φ ◦ ψ1)(y, z) = yL
 (zL
 d
 )ρ/μB.
 1yLsin(ωμln(zLd
 )) ω cos(ωμln(zLd
 ))+ ρ sin
 (ωμln(zLd
 ))
 μzL
 1yLcos(ωμln(zLd
 )) ρ cos(ωμln(zLd
 ))− ω sin
 (ωμln(zLd
 ))
 μzL
 A, (4.31)
 where (yL, zL) = ψ1(y, z), B = Dψ2(φ◦ψ1(y, z)) and A = Dψ1(y, z). Equation
 (4.31) may be rewritten in the form
 z(−1+ρ/μ)L C
 zL 0
 0 yL
 A, (4.32)
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 where
 C = d−ρ/μB
 sin(ωμln(zLd
 ))− cos
 (ωμln(zLd
 ))
 cos(ωμln(zLd
 ))sin(ωμln(zLd
 ))
 1
 ρμ
 0 −ωμ
 . (4.33)
 Note that the regionsMi,Mi+1 have the property that their pre-images (under
 ψ2 ◦ φ) have zL values in σ2 (respectively ziL, zi+1L ) that satisfy (ω/μ)(ln z
 iL −
 ln zi+1L ) ≈ π, where j ∈ N. Consider the strips Zi in Σ2 which are formed by
 the pre-images of the Mi. (We shall also denote by Zi the pre-images of Mi
 in σ2 where the meaning is clear.) In these strips the value of the matrix C
 varies approximately by multiplication by
 −I =
 −1 0
 0 −1
 .
 We shall denote
 C =
 c1 c2
 c3 c4
 , A =
 a1 a2
 a3 a4
 .
 From our previous calculation, we observe that the image of the line y = −a2a1z
 under D(ψ2 ◦ φ ◦ ψ1) intersects the line z = 0 at an angle Θ0 6= 0, π2 in the
 regions Mi, asymptotically as i → ∞. These conditions control the image
 under C of the least contracting eigenvector of
 z(−1+ρ/μ)L
 zL 0
 0 yL
 A.
 They ensure that this eigenvector is not mapped in the direction of Fix R or
 Fix (−R). These conditions ensure that c2, c4 6= 0. It is also important to note
 that by the transversality hypothesis [H3], both a4, a3 6= 0.
 It can be verified that the map DF2 = R ◦D(ψ2 ◦φ ◦ψ1)−1 ◦R ◦D(ψ2 ◦φ ◦ψ1)
 is given by
 DF2 =1
 Det A Det C yLzL
 2a3a4c2c4y
 2L +O(zL) 2a24c2c4yL +O(zL)
 2a23c2c4yL +O(zL) 2a3a4c2c4y2L +O(zL)
 ,
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 and that when a3, a4, c2, c4 6= 0, the eigenvalues are λ′1 = O(zL), λ′2 = O(1/zL),
 with corresponding eigenvectors (−a4/a3 + O(zL), 1) and (a4/a3 + O(zL), 1).
 Thus the map DF2 is hyperbolic for i sufficiently large, with eigenvalues tend-
 ing to zero and infinity respectively as i → ∞. Now it is clear that we may
 construct sector bundles Ss and Su that satisfy the properties in Proposition
 4.5.1. �
 We have shown the existence of countable many horseshoes at the critical
 parameter value λ = 0. This implies the existence of a uniformly hyperbolic
 invariant set which is topologically conjugate to a full shift on n symbols for
 any n ∈ N, the symbols are represented by i. It is important to note that
 the closure of all these sets is not hyperbolic, since the heteroclinic cycle itself
 is necessarily not hyperbolic. This does not contradict the strong uniform
 hyperbolicity of any finite number of horseshoes since our return map is not
 C1 at the singularity.
 Note that this result also gives an explanation for the phenomenon observed
 in the Michelson system in [61]; that periodic orbits that appear to oscillate
 with period tending to infinity have regions of hyperbolicity where the Floquet
 multipliers are of the form M , 1/M , where M is extremely large. The result
 in this chapter would suggest that this is due to a symmetric horseshoe that
 exists at c ≈ 0.8495, and so the hyperbolic regions of these periodic orbits
 would in fact have eigenvalues tending to zero and to infinity as the period
 tends to infinity.
 4.5.1 Summary
 Many of the results here are characteristic of the possible chaotic behaviour
 in the neighbourhood of a single homoclinic orbit to a hyperbolic equilibrium,
 although the dynamics in our case is much more complicated, and there are
 interesting differences. Firstly, the presence of complicated dynamics does not
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 depend on the ratio of eigenvalues of the fixed points. This is an important
 difference and is due to the fixed points having different index. Even with-
 out the generic hypotheses we have made here to ensure hyperbolicity of the
 symmetric horseshoe, complicated dynamics would still be present.
 We note that this complicated dynamical phenomena is not dependent on the
 reversing symmetry—Bykov [17, 18] has studied the codimension two case of
 the same heteroclinic cycle in general (non-symmetric) systems. The hete-
 roclinic cycle bifurcation has also been studied in the context of a model of
 the long Josephson junction by van den Berg et. al. [113]. These studies
 have obtained some of the results presented here for the non-symmetric case,
 including the existence of countably many periodic orbits at the critical pa-
 rameter value, and bifurcation of heteroclinic and homoclinic orbits. From the
 analysis presented here, we may expect that there also exists countable sets of
 horseshoes in the non-symmetric case, which act as organising centres for the
 complicated dynamics.
 It is interesting also to compare results obtained here with previous results
 for reversible systems. If we extend the phase space by the inclusion of the
 parameter λ, then the system becomes 4-dimensional with a 2-dimensional
 fixed point subspace for the reversing symmetry. This is clearly a degenerate
 example of such a system, but it is interesting to note that results on blue sky
 catastrophe [33] still hold in this situation, where the one parameter family
 of periodic orbits found in section 4.4.2 become the periodic orbit family with
 ‘period blow-up’ as they approach the heteroclinic cycle.
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Chapter 5
 Heteroclinic Cycle Bifurcation:
 Lin’s Method
 5.1 Introduction
 In the previous chapter we analyzed the dynamics close to a heteroclinic cycle
 using geometrical methods, and have found the dynamics to be very rich.
 This chapter contains an alternative treatment for the same heteroclinic cycle
 bifurcation, using Lin’s method. The advantages of such an alternative analysis
 are that the approach is more direct, and we avoid many of the technical
 difficulties involved in the geometrical analysis. The technical proofs that are
 present in the implementation of Lin’s method are very much true in every
 application; once these have been established, new heteroclinic/homoclinic
 bifurcation problems may be approached more directly.
 In this thesis we include the steps and proofs that are required to implement
 Lin’s method in the general case, in order to be self-contained. The material up
 to the derivation of the bifurcation equations, and also in chapter 6 is contained
 in [99], and in [69] for discrete systems, except for the amendments required
 to take into consideration the effect of the reversing symmetry. However, the
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5. Lin’s Method Introduction
 bifurcation analysis contained in section 5.6 is particular to this problem, and
 is original [70]. Here we combine the application of Lin’s method with the
 reversing symmetry to analyse our problem.
 We may use Lins method to prove the existence of many orbits that lie ar-
 bitrarily close to the heteroclinic cycle bifurcation in both phase space and
 parameter space. These include cascading discrete families of periodic orbits,
 heteroclinic and homoclinic orbits, as well as symbolic dynamics—orbits that
 are topologically conjugate to a full Bernoulli shift on any finite number of
 symbols, which results from the presence of countably many horseshoes. We
 may also expect there to be other dynamical phenomena such as strange at-
 tractors (for example, due to the presence of countably many homoclinic orbits
 in a neighbourhood of the heteroclinic bifurcation in parameter space—see e.g.
 [93]—and KAM tori, although these are not detected in the leading order terms
 of the bifurcation equations using Lins method. We have found that a numer-
 ical bifurcation analysis of the Michelson system about the parameter value
 c ≈ 0.84952 reveals that the periodic orbit structure behaves as predicted by
 the theory in this chapter, see figure 2.8. The main results are contained in
 Theorem 5.6.2. As we shall see, the geometric information that is given by the
 study of the return maps is also present in the bifurcation equations resulting
 from the current method. Also the results of this analysis are more easily
 generalised to higher dimensions.
 Lin’s method is an approach (similar in spirit to Liapunov Schmidt Reduction
 and Melnikov’s method) to analysing the dynamics close to a heteroclinic or
 homoclinic cycle in the system
 x = F (x, μ), F : Rn × Rk → Rn. (5.1)
 In Lin’s original paper [78], the method was developed for a heteroclinic chain:
 let pi (i ∈ Z) be a set of hyperbolic (saddle) fixed points, and for each i, suppose
 that at μ = μ0 there is a heteroclinic connection qi(t) connecting pi−1 to pi.
 Any of the pi in this chain are allowed to be the same fixed point, which
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5. Lin’s Method Introduction
 permits the cases of heteroclinic and homoclinic cycles. The outline of the
 method now is to construct section planes Σi, which are transverse to qi(t) at
 some point, say (without loss of generality) at qi(0). We study the tangent
 spaces Tqi(0)Wu(pi−1) and Tqi(0)W
 s(pi) at the point qi(0) in Σi, and introduce
 subspaces Zi such that
 Rn = Zi ⊕ (Tqi(0)Wu(pi−1) + Tqi(0)W
 s(pi)).
 These spaces Zi are central to the principles of Lin’s method. We now search
 (in a neighbourhood of the solutions qi(t)) for piecewise continuous orbits
 x±i (t); these are orbits that are solutions to the differential equation (5.1)
 (with x±i (0) ∈ Σi), except in the sections Σi where these orbits are allowed a
 discontinuity—a ‘jump’ in the direction of Zi. Suppose that for each i ∈ Z
 we prescribe a sufficiently large time 2ωi+1 for a piecewise continuous orbit
 {x±i (t)}i∈Z to take to travel from the section Σi to the section Σi+1 (passing
 close to pi), with possible jumps in each Σi in the direction of Zi, see Figure
 5.1. We find that such piecewise continuous orbits exist and are unique. We
 may then derive explicit expressions for the jumps Ξωi (where ω = {ωi}i∈Z)
 depending on the times ωi, whose zero set will give the set of real (continuous)
 orbits that exist close to the heteroclinic chain. As the time ωj+1 increases,
 x+j (t), x−j+1(t) become closer to solutions in the stable/unstable manifolds near
 pj. In fact, we may set any of the times ωj+1 equal to infinity in the equations
 Ξωi , in which case we will obtain precisely pieces of solutions inWs(pj),W
 u(pj).
 It is important to note that a heteroclinic chain as described above is not
 structurally stable, and will generically occur only in k-parameter families,
 for some k. (In fact, in Lin’s paper [78], the method was applied in the case
 where each heteroclinic connection was structurally unstable, and the subspace
 Zi was one-dimensional for each i. In this case, each equation Ξωi would be
 one-dimensional. However, the method may easily be applied to the more
 general case, as it is in this chapter.) We suppose then that the original
 heteroclinic chain exists at μ = μ0, (μ ∈ Rk). For each ||μ − μ0|| sufficiently
 small we still find existence and uniqueness of piecewise continuous solutions
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 Σi Σi+1Σi−1
 pipi−1
 x−i−1(t)
 x+i−1(t)
 x−i (t)
 x+i (t) x−i+1(t)x+i+1(t)
 ZiZi−1 Zi+1
 qi(t)
 qi−1(t)qi+1(t)
 2ωi 2ωi+1
 Figure 5.1: A heteroclinic chain between hyperbolic fixed points pi for μ = μ0,
 with sections Σi and subspaces Zi indicated.
 x±i (t), depending on the times ωi. Now the jump equations also depend on
 the parameter μ, Ξωi = Ξωi (μ). In his PhD thesis [99], Sandstede divided the
 process of Lin’s method into two main steps, separating the dependence of the
 jump on ω and μ. By doing this it is possible to derive the leading order terms
 of the equation Ξωi (μ).
 The first step of Lin’s method is to study the splitting of the manifolds W u(pi),
 W s(pi) with respect to μ. This step is the content of the paper by Vander-
 bauwhede [116] and the paper by Knobloch [67], where the bifurcation set of a
 degenerate homoclinic orbit is studied. This is where there exists a homoclinic
 orbit to a hyperbolic fixed point, and the tangent spaces of the stable and
 unstable manifolds of the fixed point intersect in a two dimensional subspace
 along the homoclinic orbit. Vanderbauwhede shows that this is a codimension
 three bifurcation, and derives the bifurcation equation ξ∞(μ) whose zero set
 is the set of bifurcating homoclinic orbits. (Here there is no subscript i since
 there is only one hyperbolic fixed point.) In general, we search for solutions
 in the stable/unstable manifolds of each fixed point pi with a possible jump in
 each section Σi in the direction Zi—this is the case where above, each ωi =∞.
 This produces the orbits q±i (μ)(t) in the stable and unstable manifolds (the
 superscript ± indicates that the orbit has a possible discontinuity at t = 0 in
 the section Σi), and the bifurcation equation
 ξ∞(μ) := q+i (μ)(0)− q−i (μ)(0),
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5. Lin’s Method Introduction
 whose zero set is the bifurcating set of real homoclinic/heteroclinic orbits.
 The second step of Lin’s method is to search for piecewise continuous orbits
 x±i (μ, ω)(t) that are perturbations of the orbits q±i (μ)(t). These orbits have the
 prescribed times 2ωi from Σi to Σi+1. This step is separated into two stages:
 the first is to find ‘uncoupled’ solutions x±i (μ,−ωi, ωi+1)(t) that lie close to
 q±i (μ)(t). These solutions do not travel from Σi to Σi+1, but from close to
 the fixed point pi−1, through Σi, to close to the fixed point pi. We assume
 that x±i (μ,−ωi, ωi+1)(0) ∈ Σi, x+i (μ,−ωi, ωi+1)(0) − x
 −i (μ,−ωi, ωi+1)(0) ∈ Zi,
 and given times −ωi, ωi+1, assume that projections of x+i (μ,−ωi, ωi+1)(ωi+1),
 x−i (μ,−ωi, ωi+1)(−ωi) onto unstable, respectively stable subspaces are given.
 This condition is made clearer in section 5.4. We prove the existence and
 uniqueness of the orbits x±i (μ,−ωi, ωi+1)(t) under these hypotheses. The sec-
 ond stage is then to show that we can couple these solutions, to find the
 piecewise continuous orbits x±i (μ, ω)(t) that depend only on μ and the ωi. We
 can then derive an expression for the jump ξωi (μ), which is given by
 ξωi (μ) := x+i (μ, ω)(0)− x
 −i (μ, ω)(0)− q
 +i (μ)(0) + q
 −i (μ)(0)).
 Therefore we have decomposed the jump Ξωi (μ) into the form
 Ξωi (μ) = ξ∞i (μ) + ξ
 ωi (μ),
 which illustrates the separation of the procedure into two steps.
 Further results have been obtained using Lin’s method. Vanderbauwhede and
 Fiedler [117] proved the existence of a blue sky catastrophe phenomenon in
 reversible and conservative systems using Lin’s method. In this paper the
 authors did not derive an explicit expression for Ξωi (μ) but instead exploited the
 structure of the system to find the required periodic solutions. Lin’s method
 has been implemented in a numerical algorithm by Oldeman et. al. [90] to
 study bifurcation of homoclinic orbits. The principles have also been applied to
 the case of homoclinic orbits to non-hyperbolic fixed points [66, 119]. Finally,
 Knobloch [68] has generalised Lin’s method to the study of discrete systems,
 where the connecting orbit was also assumed to be degenerate.
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 5.2 Setting of the Problem
 We consider a k-parameter family of vector fields f : R3 × Rk → R3:
 x = f(x, μ), (5.2)
 where x ∈ R3, μ ∈ Rk. We suppose that the family is reversible with respect to
 a linear involution R, thus R◦f = −f ◦R, and we assume that dim Fix R = 1.
 Also at μ = μ0 there are two asymmetric fixed points p1 and p2, which lie in
 the same group orbit, that is R(p1) = p2. Both fixed points are hyperbolic
 and are of saddle-focus type. p1 has a 1-dimensional stable manifold, and a
 2-dimensional unstable (focus) manifold, and vice versa for p2. Finally, at
 μ = μ0 there exists a heteroclinic cycle consisting of a symmetric heteroclinic
 orbit q1(t) lying in the coincidence of the 1-dimensional manifolds, and another
 symmetric heteroclinic orbit q2(t) lying in the transversal intersection of the
 2-dimensional manifolds, see Figure 5.2. In chapter 3 we saw that such a
 heteroclinic cycle appears generically for an open set of unfoldings of the ‘Hopf-
 zero’ bifurcation in vector fields with involutory reversing symmetry.
 Σ1
 Σ2p1p2
 μ = 0
 q1(t)
 q2(t)
 q1(0)
 q2(0)
 Fix R
 Figure 5.2: The heteroclinic cycle at μ = μ0.
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 To begin, fix the heteroclinic solutions so that q1(0), q2(0) ∈ Fix R. Construct
 a plane section Σ1 transverse to the flow at q1(0) that is R-invariant. Similarly
 construct a plane section Σ2 transverse to the flow at q2(0) that is R-invariant.
 Define subspaces Y1, Y2 by
 Σ1 = {q1(0) + y : y ∈ Y1}, (5.3)
 Σ2 = {q2(0) + y : y ∈ Y2}. (5.4)
 Then
 R3 = Y1 ⊕ (Tq1(0)Ws(p1) ∩ Tq1(0)W
 u(p2)), (5.5)
 R3 = Y2 ⊕ (Tq2(0)Wu(p1) ∩ Tq2(0)W
 s(p2)), (5.6)
 Also, consistent with the standard theory, we define subspaces Z1 ⊂ Y1, Z2 ⊂
 Y2 such that
 R3 = Z1 ⊕ (Tq1(0)Ws(p1) + Tq1(0)W
 u(p2)), (5.7)
 R3 = Z2 ⊕ (Tq2(0)Wu(p1) + Tq2(0)W
 s(p2)). (5.8)
 However, note that in our case Z2 = {0}, and Z1 = Y1. Hence we shall write
 Z = Z1. Then dim Z = 2.
 In the k-parameter family (5.2) the fixed points p1, p2 will persist and will
 remain hyperbolic for all |μ− μ0| sufficiently small. Using C∞ bump function
 transformations we can make p1(μ), p2(μ) constant. Hence we shall assume this
 (R-invariant) transformation has been carried out and write (p1(μ), p2(μ)) =
 (p1, p2) for all |μ− μ0| sufficiently small.
 A further change of coordinates that we will make to simplify the analysis, is
 to flatten the local stable/unstable manifolds of the fixed points p1, p2; that
 is:
 W sloc(pi, μ) ⊂ TpiW
 s(pi, μ0), W uloc(pi, μ) ⊂ TpiW
 u(pi, μ0). (5.9)
 We can bring the local stable/unstable manifolds into this form by means of a
 R-reversible, C∞ bump function transformation, with disjoint supports, based
 around each of the fixed points pi.
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 To begin our analysis, we make the change of variables
 x(t) = qi(t) + zi(t), i = 1, 2.
 under which (5.2) is transformed to
 zi = Ai(t)zi + gi(t, zi, μ), (5.10)
 where Ai(t) = Dxf(qi(t), μ0), and
 gi(t, zi, μ) = f(qi(t) + zi, μ)− f(qi(t), μ0)− Ai(t)zi. (5.11)
 Notation. It will be convenient later on to lift our heteroclinic cycle to a
 ‘heteroclinic chain’ as in [78], such that p2i = p2, p2i+1 = p1, A2i(t) = A2(t),
 A2i+1(t) = A1(t) etc., where i ∈ Z. We shall exploit such notation throughout
 without specific reference.
 5.3 Step 1 - Splitting of the Manifolds
 The first step of Lin’s method is to study the splitting of the manifolds with
 respect to the parameter μ. To be precise, for each μ we look for solutions
 q+i (t) and q−i (t) defined on R
 + and R− respectively, such that
 1. q+i (t) and q−i (t) are close to qi(t),
 2. limt→∞q+1 (t) = p1, limt→−∞q
 −1 (t) = p2, and vice versa for q
 ±2 .
 3. q±i (0) are close to qi(0),
 4. q+i (0)− q−i (0) ∈ Zi.
 Note that for q±2 , the last condition means q+2 (0) = q−2 (0). With the
 above setting, we are looking for bounded solutions z+i (t), z−i (t) (defined
 on R+, R− respectively) satisfying z+i (0) − z−i (0) ∈ Zi, with ||zi||∞ :=
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 max {supt∈R+ ||z+i (t)||, supt∈R− ||z
 −i (t)||} finite and close to zero. By the the-
 ory of stable and unstable manifolds, x±i (t) := q±i (t) + z±i (t) is in the desired
 stable/unstable manifold.
 5.3.1 Solutions in the Stable/Unstable Manifolds
 An important role is played by the properties of the linear nonautonomous
 equations
 zi = Ai(t)zi. (5.12)
 Denote by Φi(t, s) the transition matrix for (5.12). We have that limt→∞q1(t) =
 limt→−∞q2(t) = p1, so then limt→∞A1(t) = limt→−∞A2(t) = Dxf(p1, μ0).
 Similarly limt→−∞A1(t) = limt→∞A2(t) = Dxf(p2, μ0). Also Dxf(p1, μ) =
 −R ◦Dxf(p2, μ).
 By the theory of exponential dichotomies [24], due to the fact that p1, p2 are
 hyperbolic, the equations zi = Dxf(p1, μ0)zi and zi = Dxf(p2, μ0)zi have an
 exponential dichotomy on R. Using the roughness theorem (see [24, Lecture
 4, Proposition 1]), equations (5.12) have an exponential dichotomy on R+
 and R−. That means there exist constants Ki ≥ 1, αi > 0, and projections
 Pi,+ : R+ → L(R3), Qi,− : R− → L(R3) such that:
 1. P 2i,+(t) = Pi,+(t) for t ≥ 0 and Q2i,−(t) = Qi,−(t) for t ≤ 0,
 2. Pi,+(t)Φi(t, s) = Φi(t, s)Pi,+(s) ∀t, s ∈ R+
 Qi,−(t)Φi(t, s) = Φi(t, s)Qi,−(s) ∀t, s ∈ R−
 3. ||Φi(t, s)Pi,+(s)|| ≤ Kie−αi(t−s) 0 ≤ s ≤ t
 ||Φi(t, s)Qi,+(s)|| ≤ Kie−αi(s−t) 0 ≤ t ≤ s
 ||Φi(t, s)Qi,−(s)|| ≤ Kie−αi(s−t) t ≤ s ≤ 0
 ||Φi(t, s)Pi,−(s)|| ≤ Kie−αi(t−s) s ≤ t ≤ 0
 where Qi,+ = I − Pi,+, Pi,− = I −Qi,−.
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 Σ1
 Σ2p1p2
 Fix R
 q1(t)
 q2(t)
 Im P1,+(t)
 Im P2,+(t)
 Im P1,−(t)
 Im P2,−(t)
 Im Q1,+(t)
 Im Q1,−(t)
 Im Q2,+(t)
 Im Q2,−(t)
 Figure 5.3: Schematic diagram of the images of the projections Pi,±(t), Qi,±(t),
 here the value of t is different for each of the pairs of complementary images
 shown.
 In fact,
 Im P1,+(t) = Tq1(t)Ws(p1), Im Q1,−(t) = Tq1(t)W
 u(p2)
 and similarly for P2,+, Q2,−. See Figure 5.3 for a sketch of the images of these
 projections.
 Where it is useful we can use the constant α := min {α1, α2} in the estimates
 for the exponential dichotomies independent of i. There is some freedom in
 our choice of the projections Pi,+, Qi,− in that only the range is necessarily
 fixed. In order to simplify the analysis then, we choose Pi,+ and Qi,− such
 that Im Q1,+(0) = Im P1,−(0) = Y1, and Im Q2,+(0), Im P2,−(0) ⊂ Y2 with
 Im Q2,+(0) ⊂ Im Q2,−(0) and Im P2,−(0) ⊂ Im P2,+(0).
 We also make a phase condition to fix the solutions z±i by requiring that
 z±i (0) ∈ Yi, and so xi(0) ∈ Σi. Therefore we are looking for points z+i (0) in
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 the set Yi ∩Ws,ε0 (μ), and z
 −i (0) in the set Yi ∩W
 u,ε0 (μ), where
 W s,ε0 (μ) := {z
 +i (0) ∈ R
 3 : supt≥0||z+i (t)|| < ε},
 for some ε sufficiently small, and similarly for W u,ε0 (μ).
 The variation of constants formula for (5.10) gives (see e.g. [55])
 z+i (t) = Φi(t, 0)z+i (0) +
 ∫ t
 0
 Φi(t, s)gi(s, z+i (s), μ)ds, (5.13)
 and we have that
 Φi(0, t)Qi,+(t)z+i (t) = Qi,+(0)z
 +i (0) +
 ∫ t
 0
 Φ(0, s)Qi,+(s)gi(s, z+i (s), μ)ds
 then using the properties of the exponential dichotomy, and the fact that qi,
 and hence ||gi|| is bounded (see (5.11)), we obtain
 Qi,+(0)z+i (0) = −
 ∫ ∞
 0
 Φi(0, s)Qi,+(s)gi(s, z+i (s), μ)ds
 Therefore we see that z+i (t) is a solution if and only if there is νi = Pi,+(0)z+i (0)
 such that
 z+i (t) = Φ(t, 0)νi +
 ∫ t
 0
 Φi(t, s)Pi,+(s)gi(s, z+i (s), μ)ds
 −∫ ∞
 t
 Φi(t, s)Qi,+(s)gi(s, z+i (s), μ)ds (5.14)
 It can be shown in a similar way that z−i (t) is a solution if and only if there is
 ηi = Qi,−(0)z−i (0) such that
 z−i (t) = Φi(t, 0)ηi +
 ∫ t
 −∞Φi(t, s)Pi,−(s)gi(s, z
 −i (s), μ)ds
 −∫ 0
 t
 Φi(t, s)Qi,−(s)gi(s, z−i (s), μ)ds (5.15)
 Note that in case i = 1, we have that ν1 = P1,+(0)z+1 (0) = η1 = Q1,−(0)z
 −1 (0) =
 {0}. However, in both cases the right hand side of (5.14) defines a mapping
 from
 C0b (R+,R3) := {z ∈ C0(R+,R3) | supt≥0||z(t)|| <∞}
 into itself. Let us consider then i = 2; this equation has the solution z+2 (t) ≡ 0
 for ν2 = 0, μ = μ0. By (5.11), the derivative of the right hand side with respect
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 to z is zero at (ν2, μ) = (0, μ0). By the Implicit Function Theorem, we can
 solve the equation for z+2 (ν2, μ)(t) for (ν2, μ) close to (0, μ0). Then
 z+2 (ν2, μ)(0) = ν2 −Q2,+(0)∫ ∞
 0
 Φ2(0, s)g2(s, z+2 (ν2, μ)(s), μ)ds (5.16)
 Similarly, we can solve (5.15) to find z−2 (η2, μ)(t) for (η2, μ) close to (0, μ0). In
 the case i = 1, we can solve (5.14) and (5.15) for μ close to μ0. We find
 z−2 (η2, μ)(0) = η2 + P2,−(0)
 ∫ 0
 −∞Φ2(0, s)g2(s, z
 −2 (η2, μ)(s), μ)ds (5.17)
 z+1 (μ)(0) = −Q1,+(0)∫ ∞
 0
 Φ1(0, s)g1(s, z+1 (μ)(s), μ)ds (5.18)
 z−1 (μ)(0) = P1,−(0)
 ∫ 0
 −∞Φ1(0, s)g1(s, z
 −1 (μ)(s), μ)ds (5.19)
 As before, for the remainder of the chapter we will describe heteroclinic con-
 nections that lie in the intersection of the two 2-dimensional manifolds of p1, p2
 as 2D heteroclinic connections. Similarly, heteroclinic connections lying in the
 coincidence of the 1-dimensional manifolds are 1D heteroclinic connections.
 See also Definition 5.6.1.
 5.3.2 Persistent 2D Symmetric Heteroclinic Connec-
 tions
 We will write z+2 (ν2, μ)(0) = ν2 − h+2 (ν2, μ) and z
 −2 (η2, μ)(0) = η2 + h
 −2 (η2, μ),
 where h+2 (ν2, μ), h−2 (η2, μ) are given by (5.16), (5.17). It is easily checked that
 Dν2h+2 (0, μ0) = 0, Dη2h
 −2 (0, μ0) = 0. (5.20)
 Now
 z+2 (ν2, μ)(0)− z−2 (η2, μ)(0) = ν2 − η2 − h
 +2 (ν2, μ)− h
 −2 (η2, μ). (5.21)
 The above equation is zero at (ν2, η2, μ) = (0, 0, μ0). If we look for solutions
 such that z+2 (ν2, μ)(0) − z−2 (η2, μ)(0) = 0, then from the above equation, and
 150

Page 151
                        
                        

5. Lin’s Method Step 1 - Splitting of the Manifolds
 using the projections Q2,+(0), P2,−(0), we obtain
 ν2 = h−2 (η2, μ)
 η2 = −h+2 (ν2, μ)
 By the hypothesis that W u(p1) and Ws(p2) are transversal along q2(t), ν2 and
 η2 are linearly independent in Y2. Then by (5.20) and the Implicit Function
 Theorem the above equations can be solved to find (ν2(μ), η2(μ)) for μ close
 to μ0.
 Now from (5.14), and using the fact that RΦ2(t, s) = Φ2(−t,−s)R, RP2,+(t) =
 Q2,−(−t)R and RQ2,+(t) = P2,−(−t)R, we have
 Rz+2 (ν2(μ), μ)(t) = Φ2(−t, 0)Rν2(μ)
 +
 ∫ t
 0
 Φ2(−t,−s)Q2,−(−s)Rg2(s, z+2 (ν2(μ), μ)(s), μ)ds
 −∫ ∞
 t
 Φ2(−t,−s)P2,−(−s)Rg2(s, z+2 (ν2(μ), μ)(s), μ)ds
 = Φ2(−t, 0)Rν2(μ)
 −∫ t
 0
 Φ2(−t,−s)Q2,−(−s)g2(−s,Rz+2 (ν2(μ), μ)(s), μ)ds
 +
 ∫ ∞
 t
 Φ2(−t,−s)P2,−(−s)g2(−s,Rz+2 (ν2(μ), μ)(s), μ)ds
 The last equality follows from (5.11). Notice that Rν2(μ) ∈ Im Q2,−(0). Now
 substituting τ = −s,
 Rz+2 (ν2(μ), μ)(t) = Φ2(−t, 0)Rν2(μ)
 −∫ 0
 −tΦ2(−t, τ )Q2,−(τ)g2(τ, Rz
 +2 (ν2(μ), μ)(−τ), μ)dτ
 −∫ −t
 −∞Φ2(−t, τ )P2,−(τ)g2(τ, Rz
 +2 (ν2(μ), μ)(−τ), μ)dτ,
 and so
 Rz+2 (ν2(μ), μ)(t) = z−2 (Rν2(μ), μ)(−t). (5.22)
 It follows then that ν2(μ) = Rη2(μ). So if we set
 z2(μ)(t) :=
 z−2 (η2(μ), μ)(t), t ≤ 0,
 z+2 (ν2(μ), μ)(t), t ≥ 0,
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 then q2(μ)(t) := q2(t) + z2(μ)(t) is the unique heteroclinic connection close to
 q2(t) for |μ−μ0| sufficiently small, and it is symmetric. Also q2(μ0)(t) = q2(t).
 5.3.3 Splitting of the 1D Heteroclinic Orbit
 We will now correspondingly consider the case i = 1. Similar to the previous
 section, from (5.18), (5.19) we see that
 R(z+1 (μ)(0)) = −RQ1,+(0)∫ ∞
 0
 Φ1(0, s)g1(s, z+1 (μ)(s), μ)ds
 = P1,−(0)
 ∫ 0
 −∞Φ1(0, s)g1(s,Rz
 +1 (−s), μ)ds
 and so
 R(z+1 (μ)(0)) = z−1 (μ)(0) (5.23)
 Then we have
 R(z+1 (μ)(0)− z−1 (μ)(0)) = −(z
 +1 (μ)(0)− z
 −1 (μ)(0))
 Therefore the jump ξ∞1 (μ) := z+1 (μ)(0)− z
 −1 (μ)(0) is in Fix (−R). Now let ψ1,
 ψ2 be an orthonormal basis for Z, such that Fix R = span{ψ1} and Fix (−R) =
 span{ψ2}. Set
 ψj(t) := Φ∗1(0, t)ψj ∀t ∈ R, j = 1, 2 (5.24)
 where Φ∗i (t, s) is the adjoint operator of Φi(t, s), whose definition is given by
 < ψ,Φi(t, s)z >=< Φ∗i (t, s)ψ, z >, z ∈ R3, ψ ∈ R3
 ∗, i = 1, 2.
 Here and throughout the inner product < ∙, ∙ > is chosen to be R-invariant, and
 such that (Im Qi,±(0))⊥ = Im Pi,±(0). Note that this is consistent with the
 definitions of Section 5.3.1. The operator Φ∗i (t, s) has an exponential dichotomy
 on R+, R− (see also section 6.4.1), with the the projections P ∗i,+(t), Q∗i,+(t),
 Q∗i,−(t), P∗i,+(t) being the adjoint operators of the projections for Φi(t, s):
 1. P ∗i,+2(t) = P ∗i,+(t) for t ≥ 0 and Q
 ∗i,−2(t) = Q∗i,−(t) for t ≤ 0,
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 2. P ∗i,+(t)Φ∗i (s, t) = Φ
 ∗i (s, t)P
 ∗i,+(s) ∀t, s ∈ R+
 Q∗i,−(t)Φ∗i (s, t) = Φ
 ∗i (s, t)Q
 ∗i,−(s) ∀t, s ∈ R−
 3. ||Φ∗i (s, t)P∗i,+(s)|| ≤ Kie
 −αi(t−s) 0 ≤ s ≤ t
 ||Φ∗i (s, t)Q∗i,+(s)|| ≤ Kie
 −αi(s−t) 0 ≤ t ≤ s
 ||Φ∗i (s, t)Q∗i,−(s)|| ≤ Kie
 −αi(s−t) t ≤ s ≤ 0
 ||Φ∗i (s, t)P∗i,−(s)|| ≤ Kie
 −αi(t−s) s ≤ t ≤ 0
 again Q∗i,+ = I − P∗i,+, P
 ∗i,− = I −Q
 ∗i,−.
 It follows then that ψj(t) are exponentially bounded according to the above
 exponential dichotomy.
 ξ∞1 (μ) = Σ2j=1ψj
 [
 < ψj,−Q1,+(0)∫ ∞
 −∞Φ1(0, s)g1(s, z1(μ)(s), μ)ds >
 ]
 = ψ2
 ∫ ∞
 −∞< ψ2(s), g1(s, z1(μ)(s), μ) > ds
 where
 z1(μ)(t) :=
 z−1 (μ)(t), t ≤ 0,
 z+1 (μ)(t), t > 0.
 Note that the possible discontinuity of z1(μ)(t) at t = 0 is unimportant as the
 function is under an integral sign. Thus the choice of definition of z1(μ)(t) at
 t = 0 is arbitrary. Then
 Dμξ∞1 (μ0) = ψ2
 ∫ ∞
 −∞< ψ2(s), Dμg1(s, 0, μ0) > ds
 = ψ2
 ∫ ∞
 −∞< ψ2(s), Dμf(q1(s), μ0) > ds.
 This follows from (5.11). Then we make the hypothesis
 (H1)
 ∫ ∞
 −∞< ψ2(s), Dμf(q1(s), μ0) > ds 6= 0
 This is precisely the condition that says that the manifolds (q−1 (t), q+1 (t)) which,
 at μ = μ0 form the 1D heteroclinic connection, split with positive speed with
 respect to the parameter μ. We see now from ξ∞1 (μ) that under the generic
 hypothesis (H1) our reversible heteroclinic cycle bifurcation is a 1-parameter
 153

Page 154
                        
                        

5. Lin’s Method Step 2 - Finite Time Solutions
 problem. Then we may assume μ ∈ R, and by applying the implicit function
 theorem, we write
 ξ∞1 (μ) = ψ2(μ− μ0). (5.25)
 As before, we will write q−1 (μ)(t) := q1(t) + z−1 (μ)(t), q+1 (μ)(t) := q1(t) +
 z+1 (μ)(t) as the unique orbits comprising the unstable (resp. stable) manifolds
 of p2 (resp. p1) close to q1(t), and they are symmetric images of each other.
 Also q1(t) is the concatenation of q−1 (μ0)(t) with q
 +1 (μ0)(t).
 5.4 Step 2 - Finite Time Solutions
 The second step in the method is to search for orbits x±i (t) which are per-
 turbations of the orbits q±i (μ)(t), and which are allowed to have a jump in
 the sections Σi. We will find that with well defined allowed jumps, there ex-
 ist unique such solutions, depending only on μ and the time the orbit takes
 between sections. To begin, we look for solutions of the form
 x±i (t) = q±i (μ)(t) + z
 ±i (t) (5.26)
 Then
 zi± = A±i (t, μ)z
 ±i + g
 ±i (t, z
 ±i , μ) (5.27)
 where A±i (t, μ) = Dxf(q±i (μ)(t), μ), and
 g±i (t, z±i , μ) = f(q
 ±i (μ)(t) + z
 ±i , μ)− f(q
 ±i (μ)(t), μ)− A
 ±i (t, μ)z
 ±i . (5.28)
 In case i = 2 we may omit the superscripts ±. We still require that q±i (μ)(0) ∈
 Σi, and note that our previous definitions of Yi, Zi still hold and make sense.
 Let Φi,±(μ, t, s) be the transition matrix for the equation
 z± = A±i (t, μ)z± (5.29)
 As before, these operators have an exponential dichotomy on R+ and R− with
 corresponding projections Pi,+(μ, t), Qi,+(μ, t), Qi,−(μ, t) and Pi,−(μ, t).
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 5.4.1 Uncoupled Solutions
 In this section we begin looking for solutions z±2 (t) of the above form, which
 for given a+2 ∈ Im Q2,+, a−2 ∈ Im P2,−, and given ω1, ω2 > 0, the following
 conditions hold:
 1. Q2,+(μ, ω1)z+2 (ω1) = a
 +2 ,
 P2,−(μ,−ω2)z−2 (−ω2) = a
 −2 ,
 2. z±2 (0) ∈ Y2,
 3. z+2 (0)− z−2 (0) ∈ Z2.
 Then z+2 ∈ C0([0, ω1],R3), and z
 −2 ∈ C
 0([−ω2, 0],R3). Note the last condition
 in this case means z+2 (0) = z−2 (0), but it is written as it is for consistency. We
 shall prove that under the above conditions, the solutions z±2 (t) exist and are
 unique.
 Before considering this boundary value problem for (5.27), we will first study
 the same boundary value problem for the inhomogeneous linear equation
 zi± = A±i (t, μ)z
 ±i + h
 ±i (t). (5.30)
 Thus, for z±2 (t), we are looking for solutions to the equations
 z±2 (t) = Φ2,±(μ, t, 0)z±2 (0) +
 ∫ t
 0
 Φ2,±(μ, t, s)h±2 (s)ds (5.31)
 Q2,+(ω1)z+2 (ω1) = a
 +2 , (5.32)
 P2,−(−ω2)z−2 (−ω2) = a
 −2 . (5.33)
 Now
 Q2,+(μ, 0)z+2 (0) = Φ2,+(μ, 0, ω1)a
 +2
 −∫ ω1
 0
 Φ2,+(μ, 0, s)Q2,+(μ, s)h+2 (s)ds, (5.34)
 P2,−(μ, 0)z−2 (0) = Φ2,−(μ, 0,−ω2)a
 −2
 +
 ∫ 0
 −ω2
 Φ2,−(μ, 0, s)P2,−(μ, s)h−2 (s)ds, (5.35)
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 and since, for example, z+2 (0) ∈ Y2, Q2,+(μ, 0)z+2 (0) = Q2,−(μ, 0)z
 +2 (0). Then
 we can add the two equations above to solve for z+2 (0) = z−2 (0) =: z2(0).
 Substituting this into (5.31) then gives the solutions:
 z+2 (t) = Φ2,+(μ, t, 0)P2,+(μ, 0)z2(0) + Φ2,+(μ, t, ω1)a+2
 +
 ∫ t
 0
 Φ2,+(μ, t, s)P2,+(μ, s)h+2 (s)ds
 −∫ ω1
 t
 Φ2,+(μ, t, s)Q2,+(μ, s)h+2 (s)ds (5.36)
 z−2 (t) = Φ2,−(μ, t, 0)Q2,−(μ, 0)z2(0) + Φ2,−(μ, t,−ω2)a−2
 −∫ 0
 t
 Φ2,−(μ, t, s)Q2,−(μ, s)h−2 (s)ds
 +
 ∫ t
 −ω2
 Φ2,−(μ, t, s)P2,−(μ, s)h−2 (s)ds (5.37)
 These functions are clearly in the spaces C0([0, ω1],R3), C0([−ω2, 0],R3) re-
 spectively, and they depend on μ, ω2, ω1, a−2 , a
 +2 , h
 −2 , h
 +2 . We denote this
 solution by
 z2(t;μ, ω2, ω1, a−2 , a
 +2 , h
 −2 , h
 +2 ) :=
 z−2 (t), t ≤ 0,
 z+2 (t), t > 0.
 Note that this is a continuous solution. We would also like to consider
 the symmetry properties of these orbits. In the following we drop the sub-
 scripts/superscripts +,−, where the meaning is clear. We have from (5.34),
 (5.35), (5.36) and (5.37):
 z2(t) = Φ2(μ, t,−ω2)a−2 + Φ2(μ, t, ω1)a
 +2
 +
 ∫ t
 −ω2
 Φ2(μ, t, s)P2(μ, s)h2(s)ds−∫ ω1
 t
 Φ2(μ, t, s)Q2(μ, s)h2(s)ds
 Rz2(t) = Φ2(μ,−t, ω2)Ra−2 + Φ2(μ,−t,−ω1)Ra
 +2
 −∫ ω2
 −tΦ2(μ,−t, s)Q2(μ, s)h2(s)ds+
 ∫ −t
 −ω1
 Φ2(μ,−t, s)P2(μ, s)h2(s)ds
 ThereforeRz2(t;μ, ω2, ω1, a−2 , a
 +2 , h
 −2 , h
 +2 ) = z2(−t;μ, ω1, ω2, Ra
 +2 , Ra
 −2 , h
 −2 , h
 +2 ).
 Clearly then, if a+2 = Ra−2 and ω1 = ω2, z2(t;μ, ω2, ω1, a−2 , a
 +2 , h
 −2 , h
 +2 ) is sym-
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 metric. In general, z2(t) is symmetric if and only if
 Φ2(μ, t,−ω2)a−2 + Φ2(μ, t, ω1)a
 +2 −
 ∫ ω1ω2Φ2(μ, t, s)Q2(μ, s)h2(s)ds
 = Φ2(μ, t, ω2)Ra−2 + Φ2(μ, t,−ω1)Ra
 +2 +
 ∫ −ω2−ω1Φ2(μ, t, s)P2(μ, s)h2(s)ds
 Using projections P2(μ, t), Q2(μ, t):
 Φ2(μ, t, ω1)a+2 −
 ∫ ω1
 ω2
 Φ2(μ, t, s)Q2(μ, s)h2(s)ds = Φ2(μ, t, ω2)Ra−2
 ⇒ a+2 = Φ2(μ, ω1, ω2)Ra−2 −
 ∫ ω2
 ω1
 Φ2(μ, ω1, s)Q2(μ, s)h2(s)ds, (5.38)
 or equivalently:
 a−2 = Φ2(μ,−ω2,−ω1)Ra+2 +
 ∫ −ω2
 −ω1
 Φ2(μ,−ω2, s)P2(μ, s)h2(s)ds, (5.39)
 This is the necessary and sufficient condition for z2(t;μ, ω2, ω1, a−2 , a
 +2 , h
 −2 , h
 +2 )
 to be symmetric.
 Remark 5.4.1. We can, similar to section 5.3, find solutions in the case for
 ω1 or ω2 equal to infinity. This means that a+2 or a
 −2 is zero. We obtain the
 desired solutions by equations similar to (5.14), (5.15). By equations analogous
 to (5.16), (5.17) we modify (5.34), (5.35) to
 Q2,+(μ, 0)z+2 (0) = −
 ∫ ∞
 0
 Φ2,+(μ, 0, s)Q2,+(μ, s)h2(s)ds,
 P2,−(μ, 0)z−2 (0) =
 ∫ 0
 −∞Φ2,−(μ, 0, s)P2,−(μ, s)h2(s)ds.
 Correspondingly, we look for solutions z±1 (t) to the inhomogeneous linear equa-
 tion (5.30) satisfying the following for given a+1 ∈ Im Q1,+, a−1 ∈ Im P1,−, and
 ω1, ω2 > 0:
 1. Q1,+(μ, ω2)z+1 (ω2) = a
 +1 ,
 P1,−(μ,−ω1)z−1 (−ω1) = a
 −1 ,
 2. z±1 (0) ∈ Y1,
 3. z+1 (0)− z−1 (0) ∈ Z1.
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 As before, we have
 z±1 (t) = Φ1,±(μ, t, 0)z±1 (0) +
 ∫ t
 0
 Φ1,±(μ, t, s)h1(s)ds (5.40)
 and
 z+1 (0) = Q1,+(μ, 0)z+1 (0)
 = Φ1,+(μ, 0, ω2)a+1 −
 ∫ ω2
 0
 Φ1,+(μ, 0, s)Q1,+(μ, s)h1(s)ds, (5.41)
 z−1 (0) = P1,−(μ, 0)z−1 (0)
 = Φ1,−(μ, 0,−ω1)a−1 +
 ∫ 0
 −ω1
 Φ1,−(μ, 0, s)P1,−(μ, s)h1(s)ds, (5.42)
 Plugging these back into (5.40) then yields solutions
 z±1 (t;μ, ω1, ω2, a−1 , a
 +1 , h
 −1 , h
 +1 ).
 Remark 5.4.2. As before, we can find solutions in the case for ω1 or ω2 equal
 to infinity; in this case a+2 or a−2 is zero. In this case we find in place of (5.41),
 (5.42):
 z+1 (0) = −∫ ∞
 0
 Φ1,+(μ, 0, s)Q1,+(μ, s)h1(s)ds,
 z−1 (0) =
 ∫ 0
 −∞Φ1,−(μ, 0, s)P1,−(μ, s)h1(s)ds.
 Remark 5.4.3. Similar to z2(t), it can be shown that Rz+1 (t) = z
 −1 (−t) if and
 only if
 a+2 = Φ1(μ, ω2, ω1)Ra−1 −
 ∫ ω1
 ω2
 Φ1(μ, ω2, s)Q1(μ, s)h1(s)ds.
 Remark 5.4.4. It is easy to see that the solutions z2(t;μ, ω2, ω1, a−2 , a
 +2 , h
 −2 , h
 +2 )
 and
 z±1 (t;μ, ω1, ω2, a−1 , a
 +1 , h
 −1 , h
 +1 ) depend linearly on (a
 +i , a
 −i , h
 +i , h
 −i ).
 5.4.2 Coupling Projections
 In the next section we will show how it is possible to couple the solutions
 found in section 5.4.1 near the hyperbolic fixed points p1, p2. We will need the
 following Lemma.
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 Lemma 5.4.5. There exist constants ω > 0 and M > 0 such that for all
 ωi ≥ ω,
 R3 = Im Pi,−(μ,−ωi)⊕ Im Qi−1,+(μ, ωi),
 and ||Pi,ωi(μ)|| ≤M , ||Qi,ωi(μ)|| ≤M with Pi,ωi(μ) and Qi,ωi(μ) = I − Pi,ωi(μ)
 complementary projections on respectively Im Pi,−(μ,−ωi), Im Qi−1,+(μ, ωi).
 Proof. Let P0(p1), Q0(p1) be the complementary projections on the stable,
 resp. unstable subspaces of Dxf(p1, μ). Similarly for P0(p2), Q0(p2). Then
 note that Im P0(p1) = R ◦ Im Q0(p2), and Im Q0(p1) = R ◦ Im P0(p2).
 Take M := max {||P0(p1)||, ||Q0(p1)||, ||P0(p2)||, ||Q0(p2)||} ≥ 1.
 Using the fact that
 limt→∞||Pi−1,+(μ, t)− P0(pi−1)|| = 0,
 and similar expressions for Qi,−, Pi,−, Qi−1,+, we can find ω such that
 supω≥ω||Pi−1,+(μ, ω)− P0(pi−1)|| ≤1
 4M,
 and similarly for Qi,−, Pi,−, Qi−1,+ for all i. Now, for
 ω ≥ ω, we set
 Si,ω := (P0(pi−1) + (Pi,−(μ,−ω)− P0(pi−1)))P0(pi−1)
 +(Q0(pi−1) + (Qi−1,+(μ, ω)−Q0(pi−1)))Q0(pi−1)
 = I + (Pi,−(μ,−ω)− P0(pi−1))P0(pi−1)
 +(Qi−1,+(μ, ω)−Q0(pi−1))Q0(pi−1)
 Since
 ||(Pi,−(μ,−ω)−P0(pi−1))P0(pi−1)||+ ||(Qi−1,+(μ, ω)−Q0(pi−1))Q0(pi−1)|| ≤1
 2,
 the eigenvalues of Si,ω must have modulus > 1/2, and hence Si,ω is invertible.
 Now we define Pi,ω(μ) by
 Pi,ω(μ) := Si,ωP0(pi−1)S−1i,ω
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 for ω ≥ ω. It is easy to see that Pi,ω(μ) is a projection. Also
 Pi,ω(μ)Si,ω = Si,ωP0(pi−1) = Pi,−(μ,−ω)P0(pi−1),
 so Im Pi,ω(μ) = Im Pi,−(μ,−ω)P0(pi−1) = Im Pi,−(μ,−ω). This follows since
 limω→∞Pi,−(μ,−ω) = P0(pi−1)
 and so Pi,−(μ,−ω) is injective on Im P0(pi−1) for ω ≥ ω sufficiently large.
 These two projections have the same dimension on their image, so equality
 follows.
 It is easy to check that ||Si,ω|| ≤ 2 and ||S−1i,ω || ≤ 2, so ||Pi,ω(μ)|| ≤
 4||P0(pi−1)|| ≤ 4M . Taking M = 4M now proves the Lemma. �
 Remark 5.4.6. By the reversibility, the projections Pi,ω(μ), Qi,ω(μ) are chosen
 (by definition) to have the property that RPi,ω(μ) = Qi+1,ω(μ). (Note that the
 subscript i on these projections is taken modulo 2.)
 5.4.3 Coupled Solutions
 We would now like to couple the solutions
 x±i (t;μ, ωi, ωi+1, a−i , a
 +i , h
 −i , h
 +i ) := q
 ±i (μ)(t) + z
 ±i (t;μ, ωi, ωi+1, a
 −i , a
 +i , h
 −i , h
 +i ),
 close to the fixed points pi. We require that, for ωi sufficiently large for all i,
 we can find unique (a+i , a−i ) ∈ Im Qi,+(μ, ωi+1)× Im Pi,−(μ,−ωi) such that
 x+i−1(ωi;μ, ωi−1, ωi, a−i−1, a
 +i−1, h
 −i−1, h
 +i−1) = x
 −i (−ωi;μ, ωi, ωi+1, a
 −i , a
 +i , h
 −i , h
 +i ).
 This would provide existence and uniqueness of a piecewise continuous solution
 that spends a given time between sections Σi, and which have a possible jump
 in each Σi in the direction Zi, for every μ close to μ0.
 If then we define
 di := q−i (μ)(−ωi)− q
 +i−1(μ)(ωi),
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 our problem reduces to finding (a+i , a−i ) for all i such that
 z+i−1(ωi;μ, ωi−1, ωi, a−i−1, a
 +i−1, h
 −i−1, h
 +i−1)− z
 −i (−ωi;μ, ωi, ωi+1, a
 −i , a
 +i , h
 −i , h
 +i )
 = di. (5.43)
 As before
 Pi,−(μ,−ωi)z−i (−ωi) = a−i , (5.44)
 Qi−1,+(μ, ωi)z+i−1(ωi) = a+i−1, (5.45)
 where z±i (t) is shorter notation for z±i (t;μ, ωi−1, ωi, a
 −i , a
 +i , h
 −i , h
 +i ). Combining
 (5.43), (5.44), (5.45), we find that
 a+i−1 − a−i = di − Pi−1,+(μ, ωi)z
 +i−1(ωi) +Qi,−(μ,−ωi)z
 −i (−ωi). (5.46)
 Using projections Pi,ωi and Qi,ωi as defined in section 5.4.2, we obtain the
 following fixed point equations for (a−i , a+i−1):
 a−i = −Pi,ωi(di − Pi−1,+(μ, ωi)z
 +i−1(ωi) +Qi,−(μ,−ωi)z
 −i (−ωi)
 )(5.47)
 a+i−1 = Qi,ωi
 (di − Pi−1,+(μ, ωi)z
 +i−1(ωi) +Qi,−(μ,−ωi)z
 −i (−ωi)
 )(5.48)
 Note that −Pi−1,+(μ, ωi)z+i−1(ωi) + Qi,−(μ,−ωi)z
 −i (−ωi) is linear in
 (a+i−1, a−i , h
 +i−1, h
 −i ) (cf. Remark 5.4.4). Then we may write
 a = L1(μ)a+ L2(μ)h+ L3(μ)d (5.49)
 with a := (a+i−1, a−i )i∈Z ∈ l∞R3×R3 , similarly for h and d, where l
 ∞X denotes
 the space of all bounded sequences x := (xi)i∈Z, xi ∈ X. l∞X is equipped
 with the supremum norm/metric. The Lj(μ), j = 1, 2, 3, are linear opera-
 tors depending smoothly on μ. The estimate (6.5) supplied in section 6.1.3
 ensures that we can choose again some ω even larger such that ωi ≥ ω im-
 plies that the linear operator (id−L1(μ)) is invertible. Then we can uniquely
 solve equation (5.49) for a = a(μ,h,d), where a is linear in (μ,h,d) and
 also linear in (h,d). Then we find the solutions z±i (t;μ,h,d, ω). This shows
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 that we can uniquely couple the solutions x±i (t;μ, ωi, ωi+1, a−i , a
 +i , h
 −i , h
 +i )
 for each μ, depending only on a prescribed sequence ω such that the
 time spent between x+i−1(0;μ, ωi−1, ωi, a−i−1, a
 +i−1, h
 −i−1, h
 +i−1) ∈ Σi−1 and
 x−i (0;μ, ωi, ωi+1, a−i , a
 +i , h
 −i , h
 +i ) ∈ Σi is precisely 2ωi. Thus we may write the
 solution as x±i (t;μ,h,d, ω). Recall that x±i (t;μ,h,d, ω) has a possible jump
 at t = 0 in the direction of Zi.
 Remark 5.4.7. The case for when some ωj =∞ can similarly be dealt with,
 in this case a+j−1 = a−j = dj = 0, and we require limt→∞z+j−1(t) = 0 and
 limt→−∞z−j (t) = 0. Note then that the equations (5.47) and (5.48) are au-
 tomatically satisfied for i = j. The solutions z±i (t;μ, ωi, ωi+1, a−i , a
 +i , h
 −i , h
 +i )
 used in the proof of this section then are precisely those described at the end
 of section 5.4.1 and we may couple the solutions at z+j (ωj+1) and z−j−1(−ωj−1)
 in the same way.
 Remark 5.4.8. It is clear by uniqueness that z±i (t;μ, ωi, ωi+1, a−i , a
 +i , h
 −i , h
 +i )
 is symmetric if and only if the sequence {ωi}i∈Z is symmetric, that is, ωi−j =
 ωi+j+1, where j = 0, 1, 2, . . .. In this case, we have
 R(z+i (0;ω, μ)− z−i (0;ω, μ)) = −(z+i (0;ω, μ)− z
 −i (0;ω, μ)),
 and so z+i (0;ω, μ)− z−i (0;ω, μ) ∈ Fix (−R).
 We now consider the problem of solving the boundary value problem for the
 nonlinear equation (5.27):
 z±i = A±i (t, μ)z
 ±i + g
 ±i (t, z
 ±i , μ), (5.50)
 z+i−1(ωi)− z−i (−ωi) = di. (5.51)
 We first make the following definitions.
 Definition 5.4.9. Given a sequence ω = {ωi}i∈Z, denote by Zω the space of
 all sequences z ∈ (C0([0, ωi+1],R3), C0([−ωi, 0],R3))i∈Z. This space has the
 norm ||z|| := max {supi∈Z||z+i ||, supi∈Z||z
 −i ||}. ωi = ∞ is allowed for bounded
 continuous functions.
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 Definition 5.4.10. Let G : Zω × R→ Zω be defined by
 G(z, μ)(t) = (g+i (t, z+i (t), μ), g
 −i (t, z
 −i (t), μ))i∈Z,
 where z := (z+i , z−i )i∈Z.
 The boundary value problem (5.50), (5.51) can then be rewritten as the fixed
 point problem
 z = z(μ,G(z, μ),d(ω, μ), ω) := F(μ, z, ω), (5.52)
 where z(μ,h,d, ω) = (z+i (t;μ,h,d, ω), z−i (t;μ,h,d, ω))i∈Z ∈ Zω. The follow-
 ing Lemma provides solutions to the fixed point problem.
 Lemma 5.4.11. For ωi sufficiently large, and |μ| sufficiently small, the fixed
 point problem (5.52) has a unique solution z(ω, μ) = (z+i (∙;ω, μ), z−i (∙;ω, μ))i∈Z
 (given z sufficiently close to 0 in (C0([0, ωi+1],R3), C0([−ωi, 0],R3))i∈Z =: Zω).
 For fixed ω the mapping μ→ z(ω, μ) is smooth.
 Proof. We show first that there is an F -invariant closed neighbourhood of 0
 in Zω. From (6.6) we see that
 ||F(ω, z, μ)|| ≤ K(||d||+ ||G||)
 From (5.28), G(0, 0) = 0. Then by the Mean Value Theorem:
 ||G(z, μ)|| =
 ∣∣∣∣
 ∣∣∣∣
 (∫ 1
 0
 DG(s(z, μ))ds
 )
 (z, μ)
 ∣∣∣∣
 ∣∣∣∣
 ≤∫ 1
 0
 ||DzG(s(z, μ))||ds||z||+∫ 1
 0
 ||DμG(s(z, μ))||ds||μ− μ0||
 Now, if ||z||, ||μ− μ0|| < ε, there is a constant C2 such that∫ 1
 0
 ||DμG(s(z, μ))||ds < C2.
 Again from (5.28), DzG(0, 0) = 0. Then for ||z||, ||μ − μ0|| < ε ≤ ε small
 enough, we have ||DzG(s(z, μ))|| ≤ (4K)−1 for K arbitrarily large and so∫ 1
 0
 ||DzG(s(z, μ))||ds ≤1
 4K
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 Now choose εμ ≤ ε small enough so that C2εμ ≤ ε/(4K). Then it follows that
 for ||z|| ≤ ε and ||μ− μ0|| ≤ εμ, we have ||G(z, μ)|| ≤ ε/(2K).
 Since q±i (μ)(∙) → q±i (μ0)(∙) in the space C0b (R
 ±,R3) as μ − μ0 → 0, there
 is an ω sufficiently large such that for all ω1, ω2 > ω we have ||q+i (μ)(ω1) −
 q−i+1(μ)(−ω2)|| < ε/(8K). In this case we can write ||d|| ≤ ε/(2K). Then if
 ||μ−μ0|| < εμ and ωi are sufficiently large, F leaves the ball centred on 0 with
 radius ε, B(0, ε) ⊂ Zω, invariant.
 We also have (using (6.6)):
 ||DzF(ω, z, μ)|| ≤ ||Dhz(μ,G(z, μ),d, ω)|| ∙ ||DzG(z, μ)|| = K1
 4K=1
 4.
 Applying the Mean Value Theorem to F now implies that F is a contraction
 on B(0, ε), and we can use the Banach fixed point theorem to deduce the
 existence and uniqueness of the solution z(ω, μ). �
 Thus we have solved the nonlinear boundary value problem (5.50), (5.51) to
 find the solution z(ω, μ) = (z+i (∙;ω, μ), z−i (∙;ω, μ))i∈Z. We may also write
 z±i (0;ωi, ωi+1, μ).
 5.5 The Bifurcation Equations
 Consider the form (5.26). We would now like to derive a representation of the
 ‘jump’
 Ξωi (μ) := ξ∞i (μ) + ξ
 ωi (μ), (5.53)
 where
 ξωi (μ) = z+i (0;ωi, ωi+1, μ)− z
 −i (0;ωi, ωi+1, μ). (5.54)
 Equations (5.53) and (5.54) will both be equal to zero if i is even, for any
 prescribed sequence ω. Thus we will assume that i is odd, and we will focus
 164

Page 165
                        
                        

5. Lin’s Method The Bifurcation Equations
 on the jump ξωi (μ) in the section Σ1.
 ξωi (μ) =2∑
 j=1
 ψj < ψj, ξωi (μ) >
 As in section 5.3.3, ψ1, ψ2 are an orthonormal basis for Z, such that Fix R =
 Sp{ψ1} and Fix (−R) = Sp{ψ2}. We can write
 ξωi (μ) =2∑
 j=1
 ψj{< ψj, Q1,+(μ, 0)z
 +i (0;ω, μ) > − < ψj, P1,−(μ, 0)z
 −i (0;ω, μ) >
 }
 Now (cf. (5.41))
 Q1,+(μ, 0)z+i (ω, μ)(0) = Φ+1 (μ, 0, ωi+1)a
 +i (μ, ωi+1)
 −∫ ωi+1
 0
 Φ+1 (μ, 0, s)Q1,+(μ, s)g1(s, z+i (s;ω, μ), μ)ds (5.55)
 Recall that
 Q1,+(μ, ωi+1)z+i (ωi+1;ω, μ) = a+i
 P2,−(μ,−ωi+1)z−i+1(−ωi+1;ω, μ) = a−i+1
 Then
 a+i − a−i+1 = q−i+1(μ)(−ωi+1)− q
 +i (μ)(ωi+1) +Q2,−(μ,−ωi+1)z
 −i+1(−ωi+1;ω, μ)
 −P1,+(μ, ωi+1)z+i (ωi+1;ω, μ)
 a+i+1 = Qi+1,ωi+1(μ){q−i+1(μ)(−ωi+1)− q
 +i (μ)(ωi+1)
 +Q2,−(μ,−ωi+1)z−i+1(−ωi+1, ω, μ)− P1,+(μ, ωi+1)z
 +i (ωi+1, ω, μ)
 }
 Plugging the above back into equation (5.55) gives
 Q1,+(μ, 0)z+i (0;ω, μ) = Φ+1 (μ, 0, ωi+1)Q1,+(μ, ωi+1) ◦
 Qi+1,ωi+1(μ){q−i+1(μ)(−ωi+1)− q
 +i (μ)(ωi+1)
 +Q2,−(μ,−ωi+1)z−i+1(−ωi+1, ω, μ)
 −P1,+(μ, ωi+1)z+i (ωi+1, ω, μ)
 }
 −∫ ωi+1
 0
 Φ+1 (μ, 0, s)Q1,+(μ, s)g1(s, z+i (s;ω, μ), μ)ds,
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 and we can obtain a similar expression for P1,−(μ, 0)z−i (0; , ω, μ). Now we can
 rewrite the jump ξωi (μ) in the form
 ξωi (μ) =2∑
 j=1
 ψj{< Φ∗1,+(μ, 0, ωi+1)Q
 ∗1,+(μ, 0)ψj,
 Qi+1,ωi+1(μ)[q−i+1(μ)(−ωi+1)− q
 +i (μ)(ωi+1)
 +Q2,−(μ,−ωi+1)z−i+1(−ωi+1;ω, μ)− P1,+(μ, ωi+1)z
 +i (ωi+1;ω, μ)
 ]>
 − < ψj,
 ∫ ωi+1
 0
 Φ+1 (μ, 0, s)Q1,+(μ, s)g1(s, z+i (s;ω, μ), μ)ds >
 − < Φ∗1,−(μ, 0,−ωi)P∗1,−(μ, 0)ψj,
 Pi,ωi(μ)[q+i−1(μ)(ωi)− q
 −i (μ)(−ωi)
 +P2,+(μ, ωi)z+i−1(ωi;ω, μ)−Q1,−(μ,−ωi)z
 −i (−ωi;ω, μ)
 ]>
 − < ψj,
 ∫ 0
 −ωi
 Φ−1 (μ, 0, s)P1,−(μ, s)g1(s, z−i (s;ω, μ), μ)ds >
 }
 (5.56)
 In the above, A∗ is the adjoint of A with respect to the inner product < ∙, ∙ >.
 In section 6.4 we estimate each term in the above expression, and find that
 the leading order term is
 2∑
 j=1
 ψj
 {< Φ∗1,+(μ, 0, ωi+1)Q
 ∗1,+(μ, 0)ψj, Qi+1,ωi+1(μ)q
 −i+1(μ)(−ωi+1) >
 − < Φ∗1,−(μ, 0,−ωi)P∗1,−(μ, 0)ψj, Pi,ωi(μ)q
 +i−1(μ)(ωi) >
 }(5.57)
 We have the following representation of the above terms, due to Theorems
 6.3.1 and 6.3.3:
 Φ∗1,+(μ, 0, ωi+1)Q∗1,+(μ, 0)ψj = Ψp1(μ, ωi+1, 0)η
 +(ψj, μ) + ∙ ∙ ∙
 Φ∗1,−(μ, 0,−ωi)P∗1,−(μ, 0)ψj = Ψp2(μ,−ωi, 0)η
 −(ψj, μ) + ∙ ∙ ∙
 Qi+1,ωi+1(μ)q−2 (μ)(−ωi+1) = Φp1(μ,−ωi+1, 0)η
 u(q−2 (μ)(0), μ) + ∙ ∙ ∙
 Pi,ωi(μ)q+2 (μ)(ωi) = Φp2(μ, ωi, 0)η
 s(q+2 (μ)(0), μ) + ∙ ∙ ∙
 where the dots denote terms of higher order than exp(−ρ(μ)ω), Ψpi(μ, t, s) is
 the transition matrix of the equation ψ = −(Dxf(pi, μ))∗ψ, and Φpi(μ, t, s) is
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 the transition matrix of the equation x = Dxf(pi, μ)x. From Theorems 6.3.1,
 6.3.3, η+(ψj, μ) (resp. η−(ψj, μ)) is an eigenvector of −(Dxf(p1, μ))
 ∗ (resp.
 −(Dxf(p2, μ))∗) with respect to the eigenvalues −ρ(μ) ± iφ(μ) (resp. ρ(μ) ±
 iφ(μ)). Similarly ηu(q−2 (μ)(0), μ) (resp. ηs(q+2 (μ)(0), μ)) is an eigenvector of
 Dxf(p1, μ) (resp. Dxf(p2, μ)) with respect to the eigenvalues ρ(μ) ± iφ(μ)
 (resp. −ρ(μ)± iφ(μ)). Now we have
 Ψp1(μ, ωi+1, 0)η+(ψj, μ) = Gμe
 −Λ∗ωi+1G−1μ η+(ψj, μ),
 where Gμ is a nonsingular matrix, and −Λ∗ is the block diagonalisation of
 −(Dxf(p1, μ))∗ with respect to the inner product < ∙, ∙ >. Also
 Φp1(μ,−ωi+1, 0)ηu(q−2 (μ)(0), μ) = (G
 ∗μ)−1e−Λωi+1G∗μη
 u(q−2 (μ)(0), μ),
 with Λ the block diagonalisation of Dxf(p1, μ). By construction, G−1μ η+(ψj, μ)
 and G∗μηu(q−2 (μ)(0), μ) are in the stable space of e
 −Λ∗t and unstable space of
 eΛt respectively. Similar expressions also hold for the other terms. Now by
 using the equality < A−1x,A∗ψ >=< x, ψ > for a nonsingular matrix A, we
 may write
 < Ψp1(μ, ωi+1, 0)η+(ψj, μ),Φp1(μ,−ωi+1, 0)η
 u(q−2 (μ)(0), μ) >
 =< Gμe−Λ∗ωi+1G−1μ η+(ψj, μ), (G
 ∗μ)−1e−Λωi+1G∗μη
 u(q−2 (μ)(0), μ) >
 =< e−Λ∗ωi+1G−1μ η+(ψj, μ), e
 −Λωi+1G∗μηu(q−2 (μ)(0), μ) >
 = e−2ρ(μ)ωi+1
 ⟨
 cos(φ(μ)ωi+1) − sin(φ(μ)ωi+1) 0
 sin(φ(μ)ωi+1) cos(φ(μ)ωi+1) 0
 0 0 e(λ(μ)+ρ(μ))ωi+1
 η+1 (μ)
 η+2 (μ)
 0
 ,
 cos(φ(μ)ωi+1) sin(φ(μ)ωi+1) 0
 − sin(φ(μ)ωi+1) cos(φ(μ)ωi+1) 0
 0 0 e(λ(μ)+ρ(μ))ωi+1
 ηu1 (μ)
 ηu2 (μ)
 0
 ⟩
 (5.58)
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 where
 ⟨
 η+1 (μ)
 η+2 (μ)
 0
 ,
 ηu1 (μ)
 ηu2 (μ)
 0
 ⟩
 =⟨G−1μ η+(ψj, μ), G
 ∗μη
 u(q−2 (μ)(0), μ)⟩
 =⟨η+(ψj, μ), η
 u(q−2 (μ)(0), μ)⟩
 Then the scalar product (5.58) gives
 e−2ρ(μ)ωi+1(η+1 (μ)ηu2 (μ)− η
 +2 (μ)η
 u1 (μ)) sin(2φ(μ)ωi+1)
 +(η+1 (μ)ηu1 (μ) + η
 +2 (μ)η
 u2 (μ)) cos(2φ(μ)ωi+1)). (5.59)
 Since (η+1 (μ), η+2 (μ)) 6= (0, 0), (η
 u1 (μ), η
 u2 (μ)) 6= (0, 0) and the standard scalar
 product between (ηu2 (μ),−ηu1 (μ)) and (η
 u1 (μ), η
 u2 (μ)) is zero, we have that
 (η1(μ), η2(μ)) := (η+1 (μ)η
 u2 (μ)−η
 +2 (μ)η
 u1 (μ), η
 +1 (μ)η
 u1 (μ)+η
 +2 (μ)η
 u2 (μ)) 6= (0, 0).
 Now, using Lemma 6.4.1 we observe that
 RΦ∗1,+(μ, 0, ωi+1)Q∗1,+(μ, 0)ψj = Φ∗1,−(μ, 0,−ωi+1)P
 ∗1,−(μ, 0)Rψj,
 RQi+1,ωi+1(μ)q−i+1(μ)(−ωi+1) = Pi,ωi+1(μ)q
 +i−1(μ)(ωi+1)
 Then we see that if ωi = ωi+1, we have
 < Φ∗1,+(μ, 0, ωi+1)Q∗1,+(μ, 0)ψ1, Qi+1,ωi+1(μ)q
 −i+1(μ)(−ωi+1) >
 − < Φ∗1,−(μ, 0,−ωi)P∗1,−(μ, 0)ψ1, Pi,ωi(μ)q
 +i−1(μ)(ωi) >
 =< Φ∗1,+(μ, 0, ωi)Q∗1,+(μ, 0)Rψ1, RPi,ωi(μ)q
 +i−1(μ)(ωi) >
 − < RΦ∗1,−(μ, 0,−ωi)P∗1,−(μ, 0)ψ1, RPi,ωi(μ)q
 +i−1(μ)(ωi) >
 =< RΦ∗1,−(μ, 0,−ωi)P∗1,−(μ, 0)ψ1, RPi,ωi(μ)q
 +i−1(μ)(ωi) >
 − < RΦ∗1,−(μ, 0,−ωi)P∗1,−(μ, 0)ψ1, RPi,ωi(μ)q
 +i−1(μ)(ωi) >
 = 0.
 In fact, from section 5.4.3 (see Remark 5.4.8), we see that if ωi−j = ωi+j+1
 (j = 0, 1, 2, . . .) all the terms in the jump ξωi (μ) are zero in the direction of ψ1
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 (Fix R). Using the expression (5.59) (similar for the other terms), we obtain
 2∑
 j=1
 ψj
 {< Φ∗1,+(μ, 0, ωi+1)Q
 ∗1,+(μ, 0)ψj, Qi+1,ωi+1(μ)q
 −i+1(μ)(−ωi+1) >
 − < Φ∗1,−(μ, 0,−ωi)P∗1,−(μ, 0)ψj, Pi,ωi(μ)q
 +i−1(μ)(ωi) >
 }
 =2∑
 j=1
 ψj{e−2ρ(μ)ωi+1
 (ηj1,+(μ) sin(2φ(μ)ωi+1) + η
 j2,+(μ) cos(2φ(μ)ωi+1)
 )
 −e−2ρ(μ)ωi(ηj1,−(μ) sin(2φ(μ)ωi) + η
 j2,−(μ) cos(2φ(μ)ωi)
 )}+ ∙ ∙ ∙ ,
 where η11,+ = η11,− and η
 12,+ = η
 12,−. It can similarly be shown that η
 21,+ = −η
 21,−
 and η22,+ = −η22,−. This follows from properties of Φ
 ∗1,±, Q, P when premulti-
 plied by R, and that < ∙, ∙ > is R-invariant, ψ1 ∈ Fix R, ψ2 ∈ Fix (−R).
 There is an angle ϕj± such that
 sinϕj± = ηj1,±/(√(ηj1,±)
 2 + (ηj2,±)2)
 cosϕj± = ηj2,±/(√(ηj1,±)
 2 + (ηj2,±)2).
 (5.60)
 Then
 ξωi (μ) =2∑
 j=1
 ψj
 {
 e−2ρ(μ)ωi+1(√(ηj1,+)
 2 + (ηj2,+)2 sin(2φ(μ)ωi+1 + ϕ
 j+)
 )
 −e−2ρ(μ)ωi(√(ηj1,−)
 2 + (ηj2,−)2 sin(2φ(μ)ωi + ϕ
 j−)
 )}
 + ∙ ∙ ∙ ,
 with ϕ1+ = ϕ1− and ϕ2+ = ϕ2− + π. Finally, combining the above together with
 (5.25) we obtain the following representation of Ξωi (μ):
 Ξωi (μ) = ψ1{c1(μ)e
 −2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ1)
 −c1(μ)e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 1) + o(e−2ρ(μ)min{ωi,ωi+1})}
 +ψ2{(μ− μ0) + c2(μ)e
 −2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ2)
 +c2(μ)e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 2) + o(e−2ρ(μ)min{ωi,ωi+1})},
 (5.61)
 with c1(μ), c2(μ) constants that do not equal zero for μ close enough to μ0,
 and ϕ1, ϕ2 constants. It follows that we must have ϕ1−ϕ2 6= π (mod 2π) since
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 otherwise equations (5.60) would imply that all ηji,± = 0. Equation (5.61) is
 the bifurcation equation for our problem.
 Remark 5.5.1. It is important to note that by reversibility and uniqueness,
 (5.61) has the property that if we permute the sequence {ωi}i∈Z by the rule
 ωnewi−k = ωi+k+1, k ∈ Z,
 then the sign of the ψ1 (Fix R) coordinate changes, where the terms in the ψ2
 coordinate remain identical.
 One way of viewing equation (5.61) (ignoring the higher order terms) is to
 think of it as the equations for two logarithmic spirals S1, S2 in the plane
 (spanned by the basis ψ1, ψ2), parametrised separately by ωi+1, ωi:
 S1 :c1(μ)e
 −2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ1)ψ1
 +c2(μ)e−2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ
 2)ψ2,
 S2 :−c1(μ)e
 −2ρ(μ)ωi sin(2φ(μ)ωi + ϕ1)ψ1
 +c2(μ)e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 2)ψ2.
 These spirals have opposite winding direction. This is in direct analogy to
 the analysis carried out in chapter 4, and shows the geometrical meaning of
 equation (5.61). Similar to chapter 4, we would like these spirals to intersect
 each other transversally along Fix R. A simple calculation shows that these
 intersections are tangent if and only if ϕ1 − ϕ2 = tan−1 (φ(μ)/ρ(μ)) (mod π).
 Therefore the analogous hypothesis to that in chapter 4 that we shall make is
 (H2) ϕ1 − ϕ2 6= tan−1(φ(μ)
 ρ(μ)
 )
 (mod π).
 This hypothesis is required to find locally unique solutions in the next section,
 but we emphasise that without this condition the intersections along Fix R
 of these two spirals still persist. In section 5.6 we shall effectively solve for
 the intersections of the two spirals in the search for orbits found in Theorem
 5.6.2. We will focus on the intersections that are present independent of the
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 constants in equation (5.61), but there may be many more intersections (and
 hence many more solutions) as we sketch here.
 Figure 5.4 shows the two possibilities for the topology of the spirals correspond-
 ing to the two cases 0 < ϕ1 − ϕ2 < tan−1 (φ(μ)/ρ(μ)), tan−1 (φ(μ)/ρ(μ)) <
 ϕ1 − ϕ2 < π. In the second case the spirals have more (asymmetric) intersec-
 tions, see also section 4.3 and Figure 4.3. However, in each case there may
 be many more intersections, depending on the ratio ρ(μ)/φ(μ), see Figure
 5.5. This ratio acts as a damping term for the spirals. We note again that
 these extra intersections are asymmetric, and the number of intersections do
 not depend on the constants c1(μ), c2(μ). It is interesting to remark that in
 the unfolding of the reversible Hopf-zero bifurcation as in chapter 3, the ra-
 tio ρ(μ)/φ(μ) will be arbitrarily small in a neighbourhood of the singularity,
 and so heteroclinic cycle bifurcations occuring in the unfolding will have an
 arbitrarily large number of extra intersections of the spirals S0 and S1, leading
 to increasingly rich dynamics in the neighbourhood of the heteroclinic cycle
 bifurcations as the singularity is approached.
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 ψ2
 ψ1
 ψ2
 ψ1
 Figure 5.4: The spirals S1, S2, shown first for tan−1 (φ(μ)/ρ(μ)) < ϕ1−ϕ2 < π
 (mod π), and second for 0 < ϕ1 − ϕ2 < tan−1 (φ(μ)/ρ(μ)) (mod π).
 ψ2
 ψ1
 ψ2
 ψ1
 Figure 5.5: The spirals S1, S2 shown for lower values of the ratio ρ(μ)/φ(μ).
 Again, the case tan−1 (φ(μ)/ρ(μ)) < ϕ1 − ϕ2 < π (mod π) is shown first, and
 the case 0 < ϕ1 − ϕ2 < tan−1 (φ(μ)/ρ(μ)) (mod π) is shown second.
 5.6 Bifurcation Analysis
 In this section we shall study equation (5.61) to analyse the nearby dynamics
 of the heteroclinic cycle. Let us first recover some terminology.
 Definition 5.6.1. • A periodic orbit is said to have index k (or it is a
 k-periodic orbit) if it passes through Σ1 (or Σ2) k times.
 • A homoclinic orbit to pi is said to have index k (or it is a k-homoclinic
 orbit) if it passes through Σ1 (or Σ2) k times.
 • A heteroclinic orbit connecting p2 to p1 is called a 1D heteroclinic orbit.
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 A 1D heteroclinic orbit that passes k times through Σ1 is called a 1D
 heteroclinic orbit of index k (or a k-1D heteroclinic orbit).
 • A heteroclinic orbit connecting p1 to p2 is called a 2D heteroclinic orbit.
 A 2D heteroclinic orbit that passes k times through Σ2 is called a 2D
 heteroclinic orbit of index k (or a k-2D heteroclinic orbit).
 The main results are summarised in the following Theorem.
 Theorem 5.6.2. 1. There is a 1 parameter family of symmetric 1-periodic
 orbits close to the heteroclinic cycle. The family is parametrised by pe-
 riod, and the periodic orbits converge to the heteroclinic cycle as the
 period tends to infinity.
 2. There is a countable set of parameter values, converging exponentially to
 μ = μ0 from both sides, for which there exists a k-homoclinic orbit to
 each fixed point pi, for each k ∈ N.
 3. There is a countable set of parameter values, converging exponentially to
 μ = μ0 from both sides, for which there exists a k-1D heteroclinic orbit,
 for k ≥ 2.
 4. There is a countable set of parameter values, converging exponentially to
 μ = μ0 from both sides, for which there exists a k-2D heteroclinic orbit,
 for k ≥ 2.
 5. At μ = μ0, there exists an invariant set which is topologically conjugate
 to a full shift on n symbols, for any n. Each set is indecomposable, and
 setwise symmetric. The collection of all these sets exists only for μ = μ0,
 although each set is individually structurally stable.
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 5.6.1 Periodic Orbits Of Index 1
 To find 1-periodic orbits from equation (5.61) we have to solve the equations
 Ξω1 (μ) = 0
 That is,
 c1(μ)e−2ρ(μ)ω2 sin(2φ(μ)ω2 + ϕ
 1)− c1(μ)e−2ρ(μ)ω1 sin(2φ(μ)ω1 + ϕ
 1)
 +o(e−2ρ(μ)min{ω1,ω2}) = 0
 (5.62)
 (μ− μ0) + c2(μ)e−2ρ(μ)ω2 sin(2φ(μ)ω2 + ϕ
 2)
 +c2(μ)e−2ρ(μ)ω1 sin(2φ(μ)ω1 + ϕ
 2) + o(e−2ρ(μ)min{ω1,ω2}) = 0
 (5.63)
 We first consider symmetric 1-periodic orbits. A 1-periodic orbit is symmetric
 if and only if ω1 = ω2, and we note that by Remark 5.5.1, this implies that
 (5.62) is automatically satisfied. Then the bifurcation equation for symmetric
 1-periodic orbits reduces down to a 1-dimensional equation:
 (μ− μ0) + 2c2(μ)e−2ρ(μ)ω sin(2φ(μ)ω + ϕ2) + o(e−2ρ(μ)ω) = 0 (5.64)
 By (5.64) and using the Implicit Function Theorem, we have that at μ = μ0,
 there is a countably infinite set of 1-periodic orbits, with difference in period
 asymptotically tending to π/2φ(μ). For μ 6= μ0 there are finitely many 1-
 periodic orbits. With the addition of the parameter to the phase space these
 periodic orbits form a 1 parameter family parametrised by period, see Figure
 5.6.
 Remark 5.6.3. Strictly, we have to solve a system of equations in l∞R×R and
 use uniqueness to find periodic orbits. This system would consist of infinitely
 many copies of equations (5.62), (5.63).
 The oscillatory behaviour exhibited in Figure 5.6 is characteristic of the
 Shil’nikov homoclinic orbit to a saddle-focus under certain eigenvalue con-
 ditions, where there exists chaotic dynamics [43]. This represents a marked
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 μ
 ωμ0
 Figure 5.6: Bifurcation diagram for 1-periodic orbits.
 difference in our analysis: we do not require any eigenvalue condition to have
 this oscillatory behaviour. This is due to the fact that only the real part of
 the complex eigenvalues of pi appears in the bifurcation equations; λ(μ) does
 not appear. This is an important consequence of the two fixed points having
 different indices. We will see that in addition, there must also automatically
 be chaotic dynamics present in our situation, see section 5.6.5.
 We also note that equations (5.62), (5.63) can be solved to find more families
 of 1-periodic orbits where ω1 6= ω2, and that equations (5.62), (5.63) might
 also possibly be solved to find more families of 1-periodic orbits at μ = μ0
 where ω1 6= ω2. These are asymmetric periodic orbits that exist for |μ − μ0|
 sufficiently small. As previously mentioned, the existence of these asymmetric
 orbits is guaranteed if the condition 0 < ϕ1−ϕ2 < tan−1 (φ(μ)/ρ(μ)) (mod π)
 is satisfied. We may also obtain asymmetric 1-periodic orbits if the damping
 ratio ρ(μ)/φ(μ) is small enough, although we omit the details here.
 Such asymmetric 1-periodic orbits are associated to the families of homoclinic
 orbits to each fixed point, see section 5.6.4. In the infinite-period limit, they
 may be continued to a homoclinic orbit that exists for some μ 6= μ0.
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 5.6.2 1D Heteroclinic Orbits
 It is clear that there can only be at most one 1D heteroclinic orbit for each
 parameter value, and furthermore that such a connection must be symmetric.
 From ξ∞1 (μ) we already saw that there is just one 1-1D heteroclinic orbit,
 and this is the original connection that exists at μ = μ0. We can recover the
 equation for ξ∞1 (μ) by setting ω = ∞ in equation (5.64). Actually, this gives
 the bifurcation equation for heteroclinic cycles consisting of a 1-1D heteroclinic
 and a 1-2D heteroclinic, but by section 5.3.2 the original 1-2D heteroclinic
 connection is stable and unique, and so we really recover ξ∞1 (μ).
 Now we will search for k-1D heteroclinic orbits for k > 1. In order to analyse
 such connections using equation (5.61), we will in fact search for heteroclinic
 cycles, always using the connection q2(μ)(t) to complete the cycle. To find
 these heteroclinic cycles we will set ω2 = ω3 = ∞, and we will make the
 sequence {ωi}i∈Z 2k-periodic. In this case setting Ξω1 (μ) = 0, Ξω3 (μ) = 0 gives
 −c1(μ)e−2ρ(μ)ω1 sin(2φ(μ)ω1 + ϕ
 1) + o(e−2ρ(μ)ω1) = 0 (5.65)
 (μ− μ0) + c2(μ)e−2ρ(μ)ω1 sin(2φ(μ)ω1 + ϕ
 2) + o(e−2ρ(μ)ω1) = 0 (5.66)
 c1(μ)e−2ρ(μ)ω4 sin(2φ(μ)ω4 + ϕ
 1) + o(e−2ρ(μ)ω4) = 0 (5.67)
 (μ− μ0) + c2(μ)e−2ρ(μ)ω4 sin(2φ(μ)ω4 + ϕ
 2) + o(e−2ρ(μ)ω4) = 0 (5.68)
 We first consider (5.65). The o(e−2ρ(μ)ω1) term can be made arbitrarily small
 with respect to the leading order terms by taking ω1 sufficiently large. It is
 easy to see that the equation
 −c1(μ)e−2ρ(μ)ω1 sin(2φ(μ)ω1 + ϕ
 1) = 0
 can be solved to give ω1 = (nπ − ϕ1)/2φ(μ) for n ∈ N sufficiently large. Now
 we may use the Implicit Function Theorem to show that equation (5.65) has,
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 for each μ close to μ0, countably many solutions ω1μ(n), n ∈ N sufficiently large,
 where ω1μ(n) ≈ (nπ − ϕ1)/2φ(μ) as n → ∞. The superscript 1 appears since
 the other ωi appear in equation (5.65) in the higher order terms. Substituting
 this into equation (5.66) now gives (asymptotically):
 (μ− μ0) + (−1)nc′2(μ) exp(−
 ρ(μ)
 φ(μ)(nπ − ϕ1)) + ∙ ∙ ∙ = 0, (5.69)
 where c′2(∙) is a constant which does not equal zero for μ close enough to μ0,
 and the ellipsis denotes arbitrarily small terms. From equation (5.69) we see
 that each ω1μ(n) solves equations (5.65), (5.66) for a discrete set of parameter
 values, which accumulate exponentially to μ = μ0 from both sides as n→∞.
 Call this sequence μ(n). Note that this sequence does in fact depend also on
 all the other ωi, since these are contained in the higher order terms.
 Similarly we can independently solve equations (5.67), (5.68) for ω4 = ω3μ(n),
 where ω3μ(n) are the zeros of (5.67), n ∈ Z. Clearly we can only simultaneously
 solve equations (5.65)–(5.68) if equation (5.65) is identical to equation (5.67)
 (apart from a change of sign), and (5.66) is identical to (5.68). By Remark
 5.5.1 we deduce that this is true if and only if the entire sequence {ωi}i∈Z
 satisfies the following condition:
 ωk+l = ωk+j, l, j ∈ Z, l + j = 5 (mod 2k). (5.70)
 In this case ω1μ(n) = ω3μ(n). Condition (5.70) confirms that the desired 1D
 connection is symmetric.
 If we would like to find 2-1D heteroclinic orbits then we solve the system
 of equations in l∞R×R consisting of infinitely many copies of equations (5.65)–
 (5.68). Then the 2-1D heteroclinic orbits exist for a countable set of parameter
 values μ(n)(n ∈ Z) which accumulate exponentially to μ = μ0, given by (5.69).
 These parameter values can be parametrised by the return times on the second
 loop. Suppose ω1 = ω4 = ω1μ(n1), then μ = μ(n1). Note that the 2-1D
 heteroclinic orbits intersect Fix R in the section Σ2 close to q2(μ)(0) since
 z0(t;ω1μ(n1), ω
 1μ(n1), μ) here is symmetric.
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 If we would now like to find k-1D heteroclinic orbits, then we need to solve
 equations (5.65)–(5.68), and also the system
 Ξωi (μ) = 0, i = 5, 7, 9, . . . , 2k − 1.
 (5.71)
 These equations are decoupled over i, and they have the form
 c1(μ)e−2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ
 1)− c1(μ)e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 1)
 +o(e−2ρ(μ)min{ωi,ωi+1}) = 0,
 (5.72)
 (μ− μ0) + c2(μ)e−2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ
 2)
 +c2(μ)e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 2) + o(e−2ρ(μ)min{ωi,ωi+1}) = 0.
 (5.73)
 Consider the case when k is odd. Then the 1D heteroclinic orbit will intersect
 Fix R in Σ1. Condition (5.70) says that ωk+2 = ωk+3 and the equations for
 Ξk+2 reduces to the one dimensional equation
 (μ− μ0) + 2c2(μ)e−2ρ(μ)ωk+2 sin(2φ(μ)ωk+2 + ϕ
 2) + o(e−2ρ(μ)ωk+2) = 0. (5.74)
 Recall we can solve equations (5.65)–(5.68) to obtain the parameter value μ(n1)
 (depending on the value of the ωi). It is clear that for ω1, ω4 large enough, the
 above equation can be solved to find (finitely many) ωk+2 = ωk+3 for a given
 μ(n1). As n1 →∞, ωk+2 tends to some ωk+2μ (nk+2), where ωk+2μ (nk+2) is a zero
 of (5.74) at μ = μ0.
 Now we have to solve the remaining equations in the system (5.71). Due to
 the symmetry properties of the sequence {ωi}i∈Z, we have that in addition
 to equations (5.72) and (5.73), the equations for Ξω4−i(μ) (the subscript taken
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 mod 2k) yield
 c1(μ)e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 1)− c1(μ)e−2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ
 1)
 +o(e−2ρ(μ)min{ωi,ωi+1}) = 0,
 (5.75)
 (μ− μ0) + c2(μ)e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 2)
 +c2(μ)e−2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ
 2) + o(e−2ρ(μ)min{ωi,ωi+1}) = 0.
 (5.76)
 It is important to note that if we suppose ωi 6= ωi+1, the higher order terms
 in these equations are different to those in equations (5.72), (5.73). Therefore
 we cannot solve equations (5.72) and (5.75) by choosing different values for ωi
 and ωi+1 such that
 c1(μ)e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 1)− c1(μ)e−2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ
 1) = 0
 and use the Implicit Function Theorem. However if we set first ωi = ωi+1 then
 we satisfy the above equation and we can solve (5.72), (5.75) using the Implicit
 Function Theorem to find ωi almost equal to ωi+1. Using again Remark 5.5.1
 and (5.70), equations (5.73) and (5.76) can then be trivially solved (recall
 μ = μ(n1), some n1) to find finitely many ωi ≈ ωi+1. We have that ωi,
 ωi+1 ≈ ωiμ(ni) (zeros of (5.73) at μ = μ0) as n1 →∞.
 It remains to consider the case when k is even. In this case the 1D heteroclinic
 orbit will intersect Fix R in Σ2. As before, using (5.70) and Remark 5.5.1 we
 find that
 ωk+2−2j ≈ ωk+1−2j
 ωk+4+2j ≈ ωk+3+2j
 j = 0, . . . , (k − 4)/2.
 The equations (5.72) and (5.73) are solved in the same way to obtain (finitely
 many) solutions ωi, ωi+1, where each ωi, ωi+1 tends to some ωiμ(ni) as n1 →∞.
 This completes the proof of the existence of k-1D heteroclinic orbits, for any
 k.
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 5.6.3 2D Heteroclinic Orbits
 As noted in the previous section, by section 5.3.2 there is a unique, stable
 1-2D heteroclinic connection for μ close to μ0. Then we will search for k-2D
 heteroclinic connections for k ≥ 2. To find these from equations (5.61) we will
 search for ‘cycles’ that consist of the k-2D heteroclinic connections together
 with the solutions q±1 (μ)(t). Then we set ω1 = ω2 = ∞ and ω3, ω4 6= ∞,
 and make the sequence {ωi}i∈Z 2k-periodic. In this case the equations Ξω1 (μ)
 become those for ξ∞1 (μ). We are not interested here in setting Ξω1 (μ) = 0 (this
 would yield only the solution μ = μ0). To find k-2D heteroclinic orbits then
 we need to solve the equations
 Ξωi (μ) = 0, i = 3, 5, . . . , 2k − 1. (5.77)
 This system is identical to equations (5.72) and (5.73). We will first search for
 2D heteroclinic orbits that exist at μ = μ0.
 We first study 2-2D heteroclinic orbits, in this case we only have to solve (5.77)
 for i = 3. Consider first equation (5.72). We see that we can first solve the
 following equation for a continuous choice of values for ωi and ωi+1:
 e−2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ1)− e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 1) = 0. (5.78)
 Provided that not both ωi, ωi+1 are at turning points of the sine functions,
 we can solve then use the Implicit Function Theorem to solve equation (5.72).
 Clearly as ωi, ωi+1 tend to infinity their true values converge to the solutions of
 (5.78). Consider now equation (5.73) and set μ = μ0. If we choose values of ωi,
 ωi+1 such that ωi = ωi+1 in (5.78) (before using the Implicit Function Theorem)
 then we can solve equation (5.73) to find ωi, ωi+1 close to ωiμ(ni). Recall k = 2,
 then by Remark 5.5.1 and uniqueness of the Implicit Function Theorem we
 see that in fact ωi precisely equals ωi+1. Thus these 2-2D heteroclinic orbits
 that exist at μ = μ0 are symmetric, and they intersect Fix R in Σ1, close to
 q1(μ0)(0). We can use the Implicit Function Theorem again to show that such
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 heteroclinic connections persist for μ close to μ0. Similar to the 1-periodic
 orbits, depending on the constants ϕ1, ϕ2, ρ(μ), φ(μ) we may also be able to
 find asymmetric 2-2D heteroclinic connections.
 Now we will study k-2D heteroclinic orbits for k ≥ 3. We solve equations (5.77)
 in the same way, to find the ωi, ωi+1 close to ωiμ(ni) (j = 3, 4, . . . , 2k − 1). In
 the case k ≥ 3 we can always have symmetric and asymmetric 2D heteroclinic
 orbits. This depends only on the choice of the ωiμ(ni); if the sequence satisfies
 the condition
 ωk+lμ (nk+l) = ωk+jμ (nk+j), l, j ∈ Z, l + j = 3 (mod 2k), (5.79)
 then the corresponding k-2D heteroclinic orbit is symmetric. Otherwise it is
 not. To see this we need Remark 5.5.1 and uniqueness of the Implicit Function
 Theorem. We can similarly show that all these heteroclinic connections are
 stable under perturbation of the parameter. The precise structure of the set of
 k-2D heteroclinic orbits will again depend on the constants ϕ1, ϕ2, ρ(μ), φ(μ).
 We have solved (5.72), (5.73) at μ = μ0 and found that we may always solve
 for ωi ≈ ωi+1 (possibly exactly equal). Consider now equations (5.72), (5.73)
 at μ 6= μ0. Then we may, for example, take first ω3 6= ω4 to solve (5.78) and
 use the Implicit Function Theorem to solve (5.72). Then these values will solve
 (5.73) for some μ 6= μ0. We can then certainly solve the remaining equations
 (5.77) in the same way as before, to find additional k-2D heteroclinic orbits
 for k ≥ 2. We expect that the complete set of bifurcating 2D heteroclinic
 orbits for μ 6= μ0 would be very complicated, and may depend sensitively
 on the precise unfolding of the heteroclinic cycle. However there will be
 countably many bifurcating heteroclinic orbits for each k ≥ 2. Arguments
 similar to those used in the study of the 1D heteroclinic orbits imply that
 such 2D heteroclinic connections must in fact be asymmetric. Note that if
 (5.79) is satisfied and ωi = ωi+1, i = 3, 5, . . . , 2k − 1, then the corresponding
 heteroclinic orbit will be the continuation of one found at μ = μ0. We can
 also deduce that these heteroclinic connections are sequentially removed in
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 tangent bifurcations as μ varies from μ0.
 This completes the proof of the existence of the k-2D heteroclinic orbits, for
 any k.
 5.6.4 Homoclinic Orbits
 Unlike the heteroclinic connections, homoclinic orbits to either p1 or p2 cannot
 be symmetric, however they must occur in symmetric pairs. We will consider
 then only homoclinic orbits to the fixed point p2. If we first study 1-homoclinic
 orbits, then we must set ω1 =∞, and we obtain:
 c1(μ)e−2ρ(μ)ω2 sin(2φ(μ)ω2 + ϕ
 1) + o(e−2ρ(μ)ω2) = 0 (5.80)
 (μ− μ0) + c2(μ)e−2ρ(μ)ω2 sin(2φ(μ)ω2 + ϕ
 2) + o(e−2ρ(μ)ω2) = 0 (5.81)
 First we solve the first equation (using the Implicit Function Theorem) to show
 that ω2 = (nπ − ϕ1)/2φ(μ), for n ∈ N larger than some positive integer N0,
 asymptotically as n→∞. Substituting in the second equation gives:
 (μ− μ0) + (−1)nc′2(μ) exp(−
 ρ(μ)
 φ(μ)(nπ − ϕ1)) + ∙ ∙ ∙ = 0 (5.82)
 Then there are a countable infinity of 1-homoclinic orbits in parameter space,
 each at discrete parameter values accumulating exponentially from both sides
 to μ = μ0.
 From previous studies we would expect that each such 1-homoclinic orbit would
 infer the existence of a one parameter family of periodic orbits, parametrised
 by period and lying asymptotic to the homoclinic orbit in period-parameter
 space. Consider again equations (5.62), (5.63). As mentioned before, as well
 as the family of symmetric periodic orbits (ω1 = ω2), these equations may be
 solved to find asymmetric periodic orbits. As before, we first solve
 e−2ρ(μ)ω2 sin(2φ(μ)ω2 + ϕ1)− e−2ρ(μ)ω1 sin(2φ(μ)ω1 + ϕ
 1) = 0 (5.83)
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 to find some ω1 6= ω2, and solve (5.62) using the Implicit Function Theorem.
 Substituting these values into (5.63) then gives a value for μ 6= μ0. As before,
 (5.83) can be solved for a continuous set of ω1, ω2 and in fact we may think of
 fixing ω2 around (n2π − ϕ1)/2φ(μ) (n2 ∈ Z sufficiently large) and continuing
 ω1 to infinity. This provides a smooth variation in μ and thus continues the
 periodic orbit to the corresponding homoclinic orbit found above. It is well
 known that the ratio of the (leading) expanding and contracting eigenvalues of
 the fixed point of such a homoclinic orbit determines the manner of approach
 for the local one parameter family of periodic orbits. That is, the periodic orbit
 could oscillate to homoclinicity (as in Figure 5.6), or approach monotonically
 as the period goes to infinity. But equations (5.62), (5.63) have no information
 about the ratio of eigenvalues of the fixed points; at least the real eigenvalue
 λ(μ) is not present in the leading order terms.
 We may solve (5.62) as mentioned before, for a continuous set of values for
 ω1, ω2 as ω1 → ∞. Then we can obtain a function ω2 = ω2(ω1) that solves
 (5.62). It is easy to see that ω2(ω1) ∼ e−2ρ(μ)ω1 . Then if we substitute this
 function into (5.63), we obtain a function μ = μ(ω1), which would determine
 the nature of the approach of the periodic orbit to homoclinicity. However,
 clearly now the higher order terms become important in this equation, and
 the leading order terms are no longer dominant as ω1 → ∞. Therefore the
 behaviour of the periodic orbit is determined by the higher order terms, as we
 should expect.
 We would now like to similarly study the existence of k-homoclinic orbits.
 Then in addition to (5.80), (5.81), we need to solve the following equations:
 Ξωi (μ) = 0, i = 3, 5, . . . , 2k − 1. (5.84)
 These equations are again identical to (5.72) and (5.73). Similar to before,
 we first solve equation (5.78) for a continuous choice of values of ωi, ωi+1 and
 solve (5.72) using the Implicit Function Theorem. To solve (5.73), we first
 note that μ is given (for a discrete set of points) by equation (5.82). For any
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 value of μ we can solve (5.73) by first setting ωi = ωi+1 in (5.78) to find (using
 the Implicit Function Theorem) solutions ωi ≈ ωi+1 to (5.72), (5.73). As ω2
 gets large, ωi, ωi+1 converge to some ωiμ(ni) (ni ∈ Z); ω
 iμ(ni) are defined to be
 the zeros of (5.73) for μ = μ0. As before, the set of solutions to (5.72), (5.73)
 depend on the constants ϕ1, ϕ2, ρ(μ), φ(μ).
 For a given value of μ (sufficiently close to μ0), and for all the ωi, ωi+1 suffi-
 ciently large, there is some ωi 6= ωi+1 that solve (5.78) such that we can also
 solve (5.72), (5.73) (using the Implicit Function Theorem). This gives an ad-
 ditional countably infinite family of homoclinic orbits. As for the asymmetric
 2D heteroclinic orbits that do not exist at μ = μ0, the structure of this family
 is complicated and may depend sensitively on the unfolding parameter.
 5.6.5 Symbolic Dynamics
 We now finally use the representation (5.61) to deduce the existence of symbolic
 dynamics. Recall again the equations for Ξωi (μ) = 0 (i an odd integer):
 c1(μ)e−2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ
 1)− c1(μ)e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 1)
 +o(e−2ρ(μ)min{ωi,ωi+1}) = 0,
 (5.85)
 (μ− μ0) + c2(μ)e−2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ
 2)
 +c2(μ)e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 2) + o(e−2ρ(μ)min{ωi,ωi+1}) = 0.
 (5.86)
 Here we will set μ = μ0, and search for bounded solutions that are not homo-
 clinic or heteroclinic connections. As in previous arguments, at μ = μ0 we can
 solve (5.85) by first choosing ωi = ωi+1 to solve
 e−2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ1)− e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 1) = 0, (5.87)
 e−2ρ(μ)ωi+1 sin(2φ(μ)ωi+1 + ϕ2) + e−2ρ(μ)ωi sin(2φ(μ)ωi + ϕ
 2) = 0, (5.88)
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 and then using the Implicit Function Theorem to solve (5.85), (5.86). This
 provides solutions ωi ≈ ωi+1. These values for ωi, ωi+1 will be close to ωμ(n)
 (n ∈ Z), which here we define to be the zeros of
 e−2ρ(μ)ω sin(2φ(μ)ω + ϕ2). (5.89)
 In fact, for any choice of ωμ(n), there are unique solutions ωi, ωi+1 ≈ ωμ(n) to
 (5.85), (5.86). Now choose any finite number of ωμ(n), say n = 1, 2, . . . , N ,
 and prescribe a sequence {ωj}j∈Z, where ωi, ωi+1 = ωμ(ni), ni ∈ {1, 2, . . . , N}.
 Then ωi, ωi+1 solve (5.87), (5.88) for all i. Now we would like to use the Implicit
 Function Theorem to solve equations (5.85), (5.86) for all i, in l∞R×R. Since
 there are finitely many ωi, we see that for the ωμ(n) large enough, the higher
 order terms are bounded for all i, and can be made arbitrarily small. Then we
 can use the Implicit Function Theorem to solve each of the equations (5.85),
 (5.86) to find solutions ωi, ωi+1 ≈ ωμ(ni). We see that if the sequence {ωμ(ni)}
 is periodic, then the equations (5.85), (5.86) will also be periodic (this follows
 from uniqueness of the Implicit Function Theorem), and the corresponding
 orbit will be a periodic orbit, with the same period (thus the {ωj}j∈Z will be
 periodic).
 We would like to now study the symmetry properties of this set. Suppose that
 ωj ≈ ωμ(nj), where j ∈ Z. (Note that if j is odd, then ωμ(nj) = ωμ(nj+1).)
 Similar to before, we can prove (using Remark 5.5.1 and uniqueness of the
 Implicit Function Theorem) that if we choose the sequence {ωμ(nj)}j∈Z such
 that there is an integer j0 where the following condition is satisfied:
 ωμ(nj0−p) = ωμ(nj0+1+p), p = 0, 1, 2, . . . , (5.90)
 then the orbit corresponding to that sequence is symmetric. If j0 is odd, then
 the orbit intersects Fix R in Σ1; if j0 is even, then the orbit intersects Fix R
 in Σ2, both between times ωμ(nj0) and ωμ(nj0+1). Any sequence can have
 this property in a maximum of 2 distinct ways—if the orbit intersects Fix R
 twice, then it is a symmetric periodic orbit. Moreover, any periodic orbit must
 intersect Fix R either twice or not at all.
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5. Lin’s Method Bifurcation Analysis
 As before, depending on the constants ϕ1, ϕ2, ρ(μ), φ(μ) there may be many
 more orbits present, corresponding to the presence of countably many more
 ‘symbols’. In this case we solve (5.85), (5.86) in the same way as before to find
 these orbits.
 Thus we have proved the existence of dynamics which is topologically conjugate
 to a full shift on n symbols, for any n. This invariant set is setwise-symmetric
 and indecomposable. Moreover, we see that if we take any corresponding
 invariant set up to a given n symbols, this set is persistent under small per-
 turbations in μ. However, the union of all sets exists only for μ = μ0.
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Chapter 6
 Appendix
 Here we present proofs of the various estimates needed throughout the imple-
 mentation of the method.
 6.1 Estimates for zi(t;μ, ωi, ωi+1, a−i , a
 +i , h
 −i , h
 +i )
 For ease of notation in the working we shall write simply z±i (t). In the proofs of
 the estimates the properties of the exponential dichotomies are used extensively
 throughout.
 6.1.1 ||z±i (0;μ, ωi, ωi+1, a−i , a
 +i , h
 −i , h
 +i )|| ≤ K(e−αiωi+1||a+i ||
 + e−αiωi||a−i ||+ ||hi||)
 We will consider separately the cases i = 1, 2. Consider first i = 1, from
 equations (5.41) and (5.42), and recalling that a+1 = Q1,+(μ, ω2)a+1 and a
 −1 =
 P1,−(μ,−ω1)a−1 ;
 ||z+1 (0)|| ≤ Ke−α1ω2 ||a+1 ||+∫ ω2
 0
 Ke−α1τ ||h+1 ||dτ
 ≤ K(e−α1ω2 ||a+1 ||+ ||h+1 ||) (6.1)
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 Similarly we obtain
 ||z−1 (0)|| ≤ K(e−α1ω1 ||a−1 ||+ ||h−1 ||). (6.2)
 The corresponding equations for ||z+2 (0)|| and ||z−2 (0)|| are equations (5.34)
 and (5.35). As in section 5.4.1 we will add the two equations to solve for z2(0),
 then similar to the above we have
 ||z2(0)|| ≤ Ke−α2ω1 ||a+2 ||+Ke−α2ω2 ||a−2 ||
 +
 ∫ ω1
 0
 Ke−α2τ ||h2||dτ +∫ 0
 −ω2
 Keα2τ ||h2||dτ
 ≤ K(e−α2ω1 ||a+2 ||+ e−α2ω2 ||a−2 ||+ ||h2||).
 Then together we have
 ||z±i (0;μ, ωi, ωi+1, a−i , a
 +i )|| ≤ K(e−αiωi+1 ||a+i ||+ e
 −αiωi ||a−i ||+ ||hi||). (6.3)
 6.1.2 ||zi(t;μ, ωi, ωi+1, a−i , a
 +i , h
 −i , h
 +i )|| ≤ K(||a+i ||+ ||a
 −i ||+ ||hi||)
 Recall from section 5.4.1 (cf (5.37)):
 z−i (t) = Φ−i (μ, t, 0)Qi,−(μ, 0)z−i (0) + Φ
 −i (μ, t,−ωi)a
 −i
 −∫ 0
 t
 Φ−i (μ, t, s)Qi,−(μ, s)h−i (s)ds+
 ∫ t
 −ωi
 Φ−i (μ, t, s)Pi,−(μ, s)h−i (s)ds,
 Pi,−(μ, t)z−i (t) = Φ−i (μ, t,−ωi)Pi,−(μ,−ωi)a
 −i
 +
 ∫ t
 −ωi
 Φ−i (μ, t, s)Pi,−(μ, s)h−i (s)ds,
 Qi,−(μ, t)z−i (t) = Φ−i (μ, t,−ωi)Qi,−(μ, 0)z
 −i (0)
 −∫ 0
 t
 Φ−i (μ, t, s)Qi,−(μ, s)h−i (s)ds.
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 We will use sup norms as the norms for functions here.
 ||z−i (t)|| ≤ ||Pi,−(μ, t)z−i (t)||+ ||Qi,−(μ, t)z
 −i (t)||
 ≤ ||Φ−i (μ, t,−ωi)Pi,−(μ,−ωi)a−i ||
 +
 ∫ t
 −ωi
 ||Φ−i (μ, t, s)Pi,−(s)h−i (s)||ds
 +||Φ−i (μ, t, 0)Qi,−(μ, 0)z−i (0)||
 +
 ∫ 0
 t
 ||Φ−i (μ, t, s)Qi,−(μ, s)h−i (s)||ds
 ≤ Ke−αi−1(t+ωi)||a−i ||+∫ t
 −ωi
 Ke−αi−1(t−τ)||hi||dτ
 +Keαi−1t||z−i (0)||+∫ 0
 t
 Ke−αi−1(τ−t)||hi||dτ
 ≤ K(||a−i ||+ ||hi||).
 For the last inequality we have used (6.2). Here (and throughout) the constants
 K are not necessarily the same. Similarly we prove
 ||z+i (t)|| ≤ K(||a+i ||+ ||hi||).
 Then we obtain
 ||zi(t;μ, ωi, ωi+1, a−i , a
 +i )|| ≤ K(||a+i ||+ ||a
 −i ||+ ||hi||). (6.4)
 6.1.3 ||Pi−1,+(μ, ωi)zi−1(ωi;μ, ωi−1, ωi, a−i−1, a+i−1, h
 −i , h
 +i )||
 + ||Qi,−(μ,−ωi)zi(−ωi;μ, ωi, ωi+1, a−i , a+i , h
 −i , h
 +i )||
 ≤ K(e−2αω||a||+ ||h||)
 In the above estimate ω is chosen as in Lemma 5.4.5 and all the ωi ≥ ω. Also
 α := min {α1, α2} as in section 5.3. We have
 Pi−1,+(μ, t)z+i−1(t) = Φ+i−1(μ, t, 0)Pi−1,+(μ, 0)z
 +i−1(0)
 +
 ∫ t
 0
 Φ+i−1(μ, t, τ )Pi−1,+(μ, τ)hi−1(τ)dτ,
 Qi,−(μ, t)z−i (t) = Φ−i (μ, t, 0)Qi,−(μ, 0)z
 −i (0)
 +
 ∫ t
 0
 Φ+i (μ, t, τ )Qi,−(μ, τ)hi(τ)dτ.
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 Considering only Pi−1,+(μ, t)z+i−1(t);
 Pi−1,+(μ, ωi)z+i−1(ωi) = Φ+i−1(μ, ωi, 0)Pi−1,+(μ, 0)z
 +i−1(0)
 +
 ∫ ωi
 0
 Φ+i−1(μ, ωi, τ)Pi−1,+(μ, τ)hi−1(τ)dτ,
 ||Pi−1,+(μ, ωi)z+i−1(ωi)|| ≤ Ke−αi−1ωi ||z+i−1(0)||+
 ∫ ωi
 0
 Ke−αi−1(ωi−τ)||hi−1||dτ
 ≤ Ke−αi−1ωi ||z+i−1(0)||+K||hi−1||.
 Now using equation (6.3), we can write
 ||Pi−1,+(μ, ωi)z+i−1(ωi)|| ≤ K(e−2αi−1ωi ||a+i−1||+ e
 −2αi−1ωi−1 ||a−i−1||+ ||hi−1||).
 Similarly
 ||Qi,−(μ,−ωi)z−i (−ωi)|| ≤ K(e−2αiωi+1 ||a+i ||+ e
 −2αiωi ||a−i ||+ ||hi||).
 Combining the above two estimates then yields
 ||Pi−1,+(μ, ωi)zi−1(ωi;μ, ωi−1, ωi, a−i−1, a
 +i−1, h
 −i , h
 +i )||
 +||Qi,−(μ,−ωi)zi(−ωi;μ, ωi, ωi+1, a−i , a
 +i , h
 −i , h
 +i )|| ≤ K(e−2αω||a||+ ||h||).
 (6.5)
 6.1.4 ||zi(t;μ, ωi, ωi+1, a−i , a+i , h
 −i , h
 +i )|| ≤ K(||d||+ ||h||)
 From estimate (6.4) we have
 ||zi(t;μ, ωi, ωi+1, a−i , a
 +i , h
 −i , h
 +i )|| ≤ K(||a||+ ||h||).
 Now from (5.49) and section 5.4.3 we have ||a|| ≤ K(||d|| + ||h||). Then
 together we prove
 ||zi(t;μ, ωi, ωi+1, a−i , a
 +i , h
 −i , h
 +i )|| ≤ K(||d||+ ||h||). (6.6)
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 6.2 Estimates for P and Q
 In section 5.4.2 we defined the projections Pi,ω and Qi,ω as follows:
 Pi,ω := SωP0(pi−1)S−1ω ,
 Qi,ω := Sω(I − P0(pi−1))S−1ω
 = SωQ0(pi−1)S−1ω ,
 where P0(pi−1), Q0(pi−1) are the complementary projections on the stable,
 resp. unstable subspaces of Dxf(pi−1, μ), and where
 Si,ω := (P0(pi−1) + (Pi,−(μ,−ω)− P0(pi−1)))P0(pi−1)
 +(Q0(pi−1) + (Qi−1,+(μ, ω)−Q0(pi−1)))Q0(pi−1).
 Let the (leading) eigenvalues of the fixed point p1 be −λ(μ) and ρ(μ)± iφ(μ),
 with λ(μ), ρ(μ) > 0. Then by the reversibility, the (leading) eigenvalues of the
 fixed point p2 must be λ(μ), −ρ(μ)± iφ(μ). We choose constants αsi , αssi , α
 ui ,
 αuui such that
 {σss1 (μ)} < αss1 < −λ(μ) < αs1 < 0 < αu1 < ρ(μ) < αuu1 < {σuu1 },
 where {σss1 (μ)} (resp. {σuu1 (μ)}) represents the strong stable (resp. strong
 unstable) eigenvalues of the fixed point p1. Also define the analogous constants
 for p2: αs2 = −α
 u1 , α
 ss2 = −α
 uu1 , α
 uu2 = −α
 ss1 and α
 u2 = −α
 s1.
 6.2.1 ||Si,ω − I|| ≤ Ke−(min{−αsi−1,α
 ui−1})ω
 By the definition of Si,ω:
 ||Si,ω − I|| ≤ ||Qi,−(μ,−ω)P0(pi−1)||+ ||Pi−1,+(μ, ω)Q0(pi−1)||
 = ||(Qi,−(μ,−ω)−Q0(pi−1))P0(pi−1)||
 +||(Pi−1,+(μ, ω)− P0(pi−1))Q0(pi−1)||
 ≤ ||Qi,−(μ,−ω)− (I − P0(pi−1))|| ||P0(pi−1)||
 +||Pi−1,+(μ, ω)− P0(pi−1)|| ||I − P0(pi−1)||.
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 From [94] (Lemma 3.4), we have that
 limt→∞||Pi−1,+(μ, t)− P0(pi−1)|| = 0. (6.7)
 Also, from [118] (Theorem 7.1) we know that for x0 ∈ W s(pi−1),
 ||ϕ(t, x0)− pi−1|| < K1eαsi−1t, (6.8)
 for some constant K1, where ϕ(∙, ∙) denotes the flow of (5.2) (with appropri-
 ate C∞ transformations carried out as in section 5.2). The same estimate
 works also for complex eigenvalues, see also section 6.3 on the leading terms
 in approach to equilibrium. Using the Mean Value Theorem, we get
 ||Df(ϕ(t, x0))−Df(pi−1)|| < K2eαsi−1t.
 Together, this implies the estimate
 ||Pi−1,+(μ, t)− P0(pi−1)|| < Ceαsi−1t.
 The above estimate can be used for both ||Qi,−(μ,−ω)− (I − P0(pi−1))|| and
 ||Pi−1,+(μ, ω)− P0(pi−1)||, yielding
 ||Si,ω − I|| ≤ Ke−(min{−αsi−1,α
 ui−1})ω. (6.9)
 Also, we can derive a similar estimate for ||S−1i,ω − I||. Since the mapping
 GL(n,R) → GL(n,R) : A → A−1 is continuous (with suitable norm), then
 together with (6.9), we have
 limω→∞ S−1i,ω = I.
 Also
 ||S−1i,ω − I|| ≤ ||S−1i,ω || ||Si,ω − I||.
 Together this shows
 ||S−1i,ω − I|| ≤ Ke−(min{−αsi−1,α
 ui−1})ω. (6.10)
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 6.2.2 ||Qi,ω −Q0(pi−1)|| ≤ Ke−(min{−αsi ,αui })ω
 By definition, we have
 ||Qi,ω −Q0(pi−1)|| = ||(Si,ω − I + I)(I − P0(pi−1))(S−1i,ω − I + I)
 −(I − P0(pi−1))||
 ≤ ||(Si,ω − I)(I − P0(pi−1))(S−1i,ω − I)||
 +||(Si,ω − I)(I − P0(pi−1))||
 +||(I − P0(pi−1))(S−1i,ω − I)||.
 Now by (6.9) and (6.10), we have
 ||Qi,ω −Q0(pi−1)|| ≤ Ke−(min{−αsi ,αui })ω. (6.11)
 6.2.3 ||Qi,ωvs|| ≤ Ce−(min{−αsi ,αui })ω||vs||
 Here vs ∈ Tpi−1Ws(pi−1) = Im P0(pi−1). Then we have the following:
 ||Qi,ωvs|| = ||Qi,ωv
 s −Q0(pi−1)vs||.
 Now from (6.11), we have
 ||Qi,ωvs|| ≤ Ce−(min{−α
 si ,αui })ω||vs||. (6.12)
 In a similar way we can prove
 ||Qi,ωvu − vu|| ≤ Ce−(min{−α
 si ,αui })ω||vu||, (6.13)
 whenever vu ∈ Tpi−1Wu(pi−1) = Ker P0(pi−1).
 6.3 Leading Terms In Approach To
 Equilibrium
 This section provides some crucial estimates for an accurate representation
 of the jump ξωi (μ). It provides the leading terms of an orbit approaching an
 193

Page 194
                        
                        

6. Appendix Leading Terms In Approach To Equilibrium
 equilibrium in the weak stable manifold. Throughout we assume that the
 leading eigenvalue of the equilibrium is simple. We will consider the cases
 when the leading eigenvalue is real and when it is complex together, as the
 proof of the following theorem is identical in both cases.
 Suppose x = 0 is an asymptotically stable fixed point of a smooth C2 vector
 field f(∙, μ) : Rk → Rk, μ ∈ Rp. When the leading eigenvalue is real, let
 the spectrum be σ(Df(0, μ)) = λs(μ) ∪ σss(μ). When it is complex, then the
 leading eigenvalue is λs(μ)±iθ(μ). Choose constants αss and αs as before such
 that
 {σss(μ)} < αss < λ(μ) < αs < 0.
 Further, we require that 2|αs| > |λ(μ)| for sufficiently small μ. Still then we
 can apply Theorem 7.1 from [118] with the constant αs; that is, given initial
 condition x0, there exist constants C, t0, δ such that ||x0|| < δ implies
 ||x(t)|| ≤ C||x0||eαs(t−t0), t ≥ t0, (6.14)
 where x(t) is the solution to x = f(x, μ) with x(0) = x0.
 The following Theorem appears in [99] Lemma 1.7, but we include it here to
 be reasonably self-contained. It is concerned with the leading order terms of
 an orbit of the system x = f(x, μ) that approaches equilibrium in the weak
 stable manifold, see Figure 6.1.
 Theorem 6.3.1. Let the previous assumptions hold. Then there exists a con-
 stant δ > 0 such that for all solutions x(∙) of
 x = f(x, μ)
 with ||x(0)|| < δ the limit
 η(x(0), μ) := limt→∞Φ(μ, 0, t)Ps(μ)x(t)
 exists, where Φ(μ, t, 0) is the transition matrix of
 x = Df(0, μ)x
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 Ess(μ)
 Es(μ)
 x(t)
 W ss(μ)
 Figure 6.1: The orbit x(t) approaching equilibrium in the weak stable manifold
 W s(μ).
 from 0 to t and Ps is the projection onto the stable subspace Es(μ) along the
 strong stable subspace Ess(μ). Further, there exists a constant C such that
 ||x(t)− Φ(μ, t, 0)η(x(0), μ)|| ≤ Ce−min{|αss|,2|αs|}t. (6.15)
 Proof. Define A(μ) := Df(0, μ), and set
 f(x, μ) = A(μ)x+ g(x, μ),
 then g(x, μ) = O(x2). By the variation of constants formula, the nonlinear
 equation is solved by
 x(t) = Φ(μ, t, s)x(s) +
 ∫ t
 s
 Φ(μ, t, τ )g(x(τ), μ)dτ. (6.16)
 Now since Φ(μ, t, 0)(Es(μ)) ⊂ Es(μ) and Φ(μ, t, 0)(Ess(μ)) ⊂ Ess(μ), then we
 have
 Ps(μ)Φ(μ, t, 0) = Φ(μ, t, 0)Ps(μ).
 Hence
 Φ(μ, 0, t)Ps(μ)x(t) = Φ(μ, 0, s)Ps(μ)x(s) +
 ∫ t
 s
 Φ(μ, 0, τ)Ps(μ)g(x(τ), μ)dτ.
 (6.17)
 195

Page 196
                        
                        

6. Appendix Leading Terms In Approach To Equilibrium
 We would like to show that Φ(μ, 0, t)Ps(μ)x(t) converges as t→∞. We shall
 do this by showing that (Φ(μ, 0, tk)Ps(μ)x(tk))k∈N is a Cauchy sequence, when
 limk→∞tk =∞.
 Take k, j ∈ N, tk > tj, then by (6.17):
 ||Φ(μ, 0, tk)Ps(μ)x(tk)− Φ(μ, 0, tj)Ps(μ)x(tj)||
 ≤∫ tktj||Φ(μ, 0, τ)Ps(μ)|| ||g(x(τ), μ)||dτ
 ≤∫ tktjKe|λ
 s(μ)|τ .e2αsτdτ ∀||x(0)|| < δ.
 Here the constant δ is chosen so we can invoke (6.14). The final inequality then
 follows from (6.14) and (perhaps shrinking δ) using the fact that g(x, μ) =
 O(x2), ∀x : ||x|| < ε. Recall that 2|αs| > λs(μ), now it is clear that the
 sequence is Cauchy and therefore convergent. Then as in the statement of the
 theorem we define
 η(x(0), μ) := limt→∞Φ(μ, 0, t)Ps(μ)x(t).
 Since Φ(μ, 0, t) leaves Es(μ) invariant and Es(μ) is closed, η(x(0), μ) ∈ Es(μ).
 Using the fact that Ps(μ)Φ(μ, t, s) = Φ(μ, t, s)Ps(μ) we have
 Ps(μ)x(t) = Φ(μ, t, s)Ps(μ)x(s) +
 ∫ t
 s
 Φ(μ, t, τ )Ps(μ)g(x(τ), μ)dτ,
 (I − Ps(μ))x(t) = Φ(μ, t, s)(I − Ps(μ))x(s)
 +
 ∫ t
 s
 Φ(μ, t, τ )(I − Ps(μ))g(x(τ), μ)dτ.
 Consider the first equation. With the previous result, both terms have a limit
 as s→∞:
 Ps(μ)x(t) = Φ(μ, t, 0)η(x(0), μ) +
 ∫ t
 ∞Φ(μ, t, τ )Ps(μ)g(x(τ), μ)dτ.
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 Together with the second equation, we get
 ||x(t)− Φ(μ, t, 0)η(x(0), μ)|| ≤ ||Φ(μ, t, s)(I − Ps(μ))x(s)||
 +
 ∫ t
 s
 ||Φ(μ, t, τ )(I − Ps(μ))g(x(τ), μ)||dτ
 +
 ∫ t
 ∞||Φ(μ, t, τ )Ps(μ)g(x(τ), μ)||dτ
 ≤ K
 (
 eαss(t−s)||x(s)||+
 ∫ t
 s
 eαss(t−τ)||g(x(τ), μ)||dτ
 +
 ∫ t
 ∞eαs(t−τ)||g(x(τ), μ)||dτ
 )
 ≤ K
 (
 eαss(t−s)||x(s)|| +
 ∫ t
 s
 eαss(t−τ)||x(τ)||2dτ
 +
 ∫ t
 ∞eαs(t−τ)||x(τ)||2dτ
 )
 .
 Now we have chosen δ small enough if to satisfy (6.14) and ||x(t)|| < ε ∀t ∈ R+.
 Then by (6.14) ||x(τ)|| ≤ Ceαsτ ||x(0)||. So then for fixed s the terms in the
 above inequality can be estimated as follows:
 eαss(t−s)||x(s)|| ≤ Ceα
 sst,∫ t
 s
 eαss(t−τ)||x(τ)||2dτ ≤ Ceα
 sst
 ∫ t
 s
 e−αssτ+2αsτdτ
 ≤ Ceαsst
 [1
 2αs − αss(e(2α
 s−αss)t − e(2αs−αss)s)
 ]
 ≤ Ce2αst,
 ∫ t
 ∞eαs(t−τ)||x(τ)||2dτ ≤ Ceα
 st
 ∫ t
 ∞eαsτdτ
 ≤ Ceαst
 [1
 αs(eα
 st)
 ]
 ≤ Ce2αst.
 Hence we obtain
 ||x(t)− Φ(μ, t, 0)η(x(0), μ)|| ≤ K(eαsst + e2α
 st)
 ≤ Ke−min{|αss|,2|αs|}t,
 and the theorem is proved. �
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 Remark 6.3.2. If 0 is a hyperbolic fixed point then Theorem 6.3.1 describes
 the behaviour of trajectories in the stable manifold. By reversing time we can
 derive a similar expression for trajectories in the unstable manifold. Note in
 the above that η(x(0), μ) is zero if and only if x(t) lies in the strong stable
 manifold.
 We shall also need the following theorem, which makes the same assertion as
 Theorem 6.3.1 for non-autonomous perturbed linear systems.
 Theorem 6.3.3. Let x = 0 be a hyperbolic fixed point of a C2 vector field
 x = A(μ)x+B(t, μ)x, (6.18)
 where A(μ), B(∙, μ) ∈ GL(k,R), μ ∈ Rp. Suppose the fixed point has leading
 stable eigenvalue λs(μ) (if it is real) or λs(μ)±iθs(μ) (if it is complex), similarly
 the leading unstable eigenvalue is λu(μ) or λu(μ) ± θu(μ). Then we introduce
 constants αss, αs, αuu, αu such that
 {σss(μ)} < αss < λs(μ) < αs < 0 < αu < λu(μ) < αuu < {σuu(μ)},
 where {σss(μ)} denotes the strong stable eigenvalues of the fixed point,
 {σuu(μ)} denotes the strong unstable eigenvalues. Suppose also there is a
 constant β ∈ (−∞, 0) such that ||B(t, μ)|| < eβt and |αs + β| > |λs(μ)| for
 small μ. Let Es(μ), Ess(μ) and Eu(μ) be the stable, strong stable and unstable
 subspaces of A(μ) respectively. Also Ps(μ) is the projection onto Es(μ) along
 Ess(μ)⊕ Eu(μ).
 Now suppose x(t) is a solution of (6.18) which tends to zero as t→∞. Then
 the following limit exists:
 η(x(0), μ) := limt→∞Φ(μ, 0, t)Ps(μ)x(t),
 where Φ(μ, t, 0) is the transition matrix of x = A(μ)x from 0 to t. Furthermore
 there exists a constant C such that
 ||x(t)− Φ(μ, t, 0)η(x(0), μ)|| ≤ Ce−min{|αss|,|αs+β|}t.
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 Proof. The proof is similar to that of Theorem 6.3.1. The stable solutions
 of (6.18) are given by bounded solutions of the form
 x(t) = Φ(μ, t, s)(I − Pu(μ))x(s) +∫ t
 s
 Φ(μ, t, τ )(I − Pu(μ))B(τ, μ)x(τ)dτ
 −∫ ∞
 t
 Φ(t, τ )Pu(μ)B(τ, μ)x(τ)dτ, (6.19)
 Pu(μ) is the projection onto Eu(μ) along Es(μ) ⊕ Ess(μ), coming from the
 exponential dichotomy of x = A(μ)x. Note that Pu(μ) and Ps(μ) commute.
 Compare with section 5.3, and equation (5.14).
 We would again like to show that (Φ(μ, 0, tk)Ps(μ)x(tk))k∈N is a Cauchy se-
 quence, when limk→∞tk =∞. We have
 Φ(μ, 0, tk)Ps(μ)x(tk) = Φ(μ, 0, s)Ps(μ)x(s)
 +
 ∫ tk
 s
 Φ(μ, 0, τ)Ps(μ)B(τ, μ)x(τ)dτ.
 Then, by using the estimates of B(t, μ) assumed in the statement of the
 theorem, and the estimates of x(t) produced by the exponential dichotomy
 of 6.18, similar inequalities follow as before to show that the sequence
 (Φ(μ, 0, tk)Ps(μ)x(tk))k∈N is Cauchy, and that the limit
 η(x(0), μ) := limt→∞Φ(μ, 0, t)Ps(μ)x(t)
 exists. In fact, we may choose the constant in the exponential dichotomy of
 (6.18) to be αs (see [24], Chapter 4, Proposition 1). Here we have also used
 the fact that |αs + β| > |λs(μ)|.
 As before, we rewrite (6.19) as
 Ps(μ)x(t) = Φ(μ, t, s)Ps(μ)x(s) +
 ∫ t
 s
 Φ(μ, t, τ )Ps(μ)B(τ, μ)x(τ)dτ,
 (I − Ps(μ))x(t) = Φ(μ, t, s)(I − Ps(μ))(I − Pu(μ))x(s)
 +
 ∫ t
 s
 Φ(μ, t, τ )(I − Ps(μ))(I − Pu(μ))B(τ, μ)x(τ)dτ
 −∫ ∞
 t
 Φ(μ, t, τ )Pu(μ)B(τ, μ)x(τ)dτ.
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 By letting s→∞ as before in the first equation and then combining the two
 equations, we get
 ||x(t)− Φ(μ, t, 0)η(x(0), μ)|| ≤ ||Φ(μ, t, s)(I − Ps(μ))(I − Pu(μ))x(s)||
 +
 ∫ t
 s
 ||Φ(μ, t, τ )(I − Ps(μ))(I − Pu(μ))B(τ, μ)x(τ)||dτ
 +
 ∫ t
 ∞||Φ(μ, t, τ )Pu(μ)B(τ, μ)x(τ)||dτ
 +
 ∫ t
 ∞||Φ(μ, t, τ )Ps(μ)B(τ, μ)x(τ)||dτ.
 This differs from the analogous inequality from the proof of Theorem 6.3.1 in
 that here we have an extra term. This extra term can be estimated as follows:∫ t
 ∞||Φ(μ, t, τ )Pu(μ)B(τ, μ)x(τ)||dτ ≤
 ∫ t
 ∞Ke−α
 u(τ−t).eβτ .eαsτdτ
 ≤ Ke(β+αs)t.
 The remaining terms can be estimated similarly, as before. Note that (I −
 Ps(μ))(I − Pu(μ)) is the projection onto Ess(μ) along Es(μ) ⊕ Eu(μ). This
 provides us with the estimate
 ||x(t)− Φ(μ, t, 0)η(x(0), μ)|| ≤ Ce−min{|αss|,|αs+β|}t.
 This completes the proof. �
 6.4 Estimates for ξωi (μ)
 Here we collect all the estimates needed to determine the leading order term
 in (5.56). Throughout this section all solutions z±i (t) are in fact z±i (t) but we
 have dropped the bar for notational convenience.
 6.4.1 Estimate for Φ∗1,+(μ, 0, ωi+1)Q∗1,+(μ, 0)ψj
 Lemma 6.4.1. Let Φi,±(μ, t, s) be the transition matrix of x = A±i (t, μ)x as
 before (see (5.29)). Define Ψi,±(μ, s, t) := Φ∗i,±(μ, t, s), where Φ
 ∗i,±(μ, t, s) is
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 the adjoint of Φi,±(μ, t, s), defined by
 < ψ,Φi,±(t, s)x >=< Φ∗i,±(t, s)ψ, x > . (6.20)
 Then Ψi,±(μ, s, t) is the transition matrix of
 ψ = −(A±i (t, μ))∗ψ,
 the adjoint of the variational equation along q±i (μ)(t).
 Furthermore, we have R(A±i (t, μ))∗ = −(A∓i (−t, μ))
 ∗R and RΨi,±(μ, s, t) =
 Ψi,±(μ,−s,−t)R.
 Proof. x(t) = Φi,±(μ, t, s)x(s) solves the equation x = A±i (t, μ)x. Then
 Φi,±(μ, s, t)x(t) = x(s),
 Φi,±(μ, s, t)x(t) + Φi,±(μ, s, t)x(t) = 0,
 Φi,±(μ, s, t)Φi,±(μ, t, s)x(s) + Φi,±(μ, s, t)A±i (t, μ)Φi,±(μ, t, s)x(s) = 0,
 but x(s) is arbitrary, so
 Φi,±(μ, s, t) = −Φi,±(μ, s, t)A±i (t, μ).
 Now set ψ(t) = Ψi,±(μ, t, s)ψ(s) = Φ∗i,±(μ, s, t)ψ(s). Then
 ψ(t) = Φ∗i,±(μ, s, t)ψ(s)
 = −(Φi,±(μ, s, t)A±i (t, μ))
 ∗ψ(s)
 = −(A±i (t, μ))∗Φ∗i,±(μ, s, t)ψ(s)
 = −(A±i (t, μ))∗ψ(t).
 To prove the final equalities, since the inner product is R-invariant,
 < −A∓i (−t, μ)Rx,Rψ > = < Rx,RA±i (t, μ))∗ψ >,
 < A±i (t, μ)Rx,Rψ > = < Rx,−RA∓i (−t, μ))∗ψ >
 = < Rx,A±i (t, μ))∗Rψ >,
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 but x, ψ are arbitrary, so RA±i (t, μ))∗ = −A∓i (−t, μ))
 ∗R. It follows then that
 RΨi,±(μ, s, t) = Ψi,±(μ,−s,−t)R. �
 Then, recalling the definition of ψj, we have that Φ∗1,±(μ, 0, ωi+1)Q
 ∗1,+(μ, 0)ψj =
 Φ∗1,±(μ, 0, ωi+1)ψj solves ψ = −(A±1 (t, μ))
 ∗ψ. This equation has an exponential
 dichotomy on R+, R−, with projections P ∗1,±(μ, t), Q∗1,±(μ, t). Also
 {w : supt∈R+ ||Ψ1,+(μ, t, 0)w|| <∞} = (Tq+1 (μ)(0)Wsμ(p1))
 ⊥,
 and Im Q∗1,+(μ, t) = (Tq+1 (μ)(0)Wsμ(p1))
 ⊥. By reversibility, we have that
 σ(−(Dxf(p1, μ))∗) = σ(Dxf(p2, μ)). Then by Theorem 6.3.3,
 ψ+j (t) = Ψp1(μ, t, 0)η+(ψ+(0), μ) +O(exp(−min{|αuu1 |, 2|α
 u1 |}t)),
 where αuu1 , αu1 are as in section 6.2, and Ψpi(μ, t, 0) is the transition matrix of
 the equation ψ = −(Dxf(pi, μ))∗ψ. η+(ψ+(0), μ) is as given in Theorem 6.3.3,
 and is contained in the stable subspace of Ψp1(μ, ∙, ∙).
 Hence we obtain
 Φ∗1,+(μ, 0, ωi+1)Q∗1,+(μ, 0)ψj = Φ∗1,+(μ, 0, ωi+1)ψj
 = Ψp1(μ, ωi+1, 0)η+(ψj, μ)
 +O(exp(−min{|αuu1 |, 2|αu1 |}ωi+1)). (6.21)
 Similarly we also obtain
 Φ∗1,−(μ, 0,−ωi)P∗1,−(μ, 0)ψj = Φ∗1,−(μ, 0,−ωi)ψj
 = Ψp2(μ,−ωi, 0)η−(ψj, μ)
 +O(exp(−min{|αss2 |, 2|αs2|}ωi)), (6.22)
 with η−(ψj, μ) in the unstable subspace of Ψp2(μ, ∙, ∙).
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 6.4.2 Estimate for Qi+1,ωi+1(μ)[q−i+1(μ)(−ωi+1)− q
 +i (μ)(ωi+1)
 ]
 By Theorem 6.3.1,
 q+1 (μ)(t) = Φp1(μ, t, 0)ηs1(q+1 (μ)(0), μ)
 +O(exp(−min{|αss1 |, 2|αs1|}t), (6.23)
 q−2 (μ)(−t) = Φp1(μ,−t, 0)ηu1 (q
 −2 (μ)(0), μ)
 +O(exp(−min{|αuu1 |, 2|αu1 |}t), (6.24)
 where Φpi(μ, ∙, ∙) is the transition matrix operator of the equation x =
 Dxf(pi, μ)x, ηs1(q+1 (μ)(0), μ) (resp. η
 u1 (q
 −2 (μ)(0), μ)) is in the stable (resp. un-
 stable) subspace of Dxf(p1, μ). Recalling estimates (6.12), (6.13), and making
 use of hypothesis (5.9), we then have
 Qi+1,ωi+1(μ)(q+1 (μ)(ωi+1)) = +O(exp((−min {−αs1, α
 u1} − λ(μ))ωi+1)
 +O((exp(−min {−αs1, αu1} −min {|α
 ss1 |, 2|α
 s1|})ωi+1),
 (6.25)
 Qi+1,ωi+1(μ)(q−2 (μ)(−ωi+1)) = Φp1(μ,−ωi+1, 0)η
 u1 (q
 −2 (μ)(0), μ)
 +O(exp((−min {−αs1, αu1} − ρ(μ))ωi+1)
 +O((exp(−min {−αs1, αu1} −min {α
 uu1 , 2α
 u1})ωi+1),
 (6.26)
 for ωi+1 sufficiently large. In a similar way we show
 Pi,ωi(μ)(q+2 (μ)(ωi)) = Φp2(μ, ωi, 0)η
 s2(q+2 (μ)(0), μ)
 +O(exp((−min {−αs2, αu2} − ρ(μ))ωi)
 +O((exp(−min {−αs2, αu2} −min {α
 uu2 , 2α
 u2})ωi),
 (6.27)
 Pi,ωi(μ)(q−1 (μ)(−ωi)) = +O(exp((−min {−αs2, α
 u2} − λ(μ))ωi)
 +O((exp(−min {−αs2, αu2} −min {|α
 ss2 |, 2|α
 s1|})ωi).
 (6.28)
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 6.4.3 Estimate for Qi+1,ωi+1(μ)[Q2,−(μ,−ωi+1)z−i+1(−ωi+1)
 −P1,+(μ, ωi+1)z+i (ωi+1)]
 From (6.5) we have
 ||P1,+(μ, ωi+1)z+i (ωi+1)||+ ||Q2,−(μ,−ωi+1)z
 −i+1(−ωi+1)||
 ≤ K(e−2αω||a||+ ||g||),
 where all the ωi ≥ ω. In fact, we can write
 ||P1,+(μ, ωi+1)z+i (ωi+1)||+ ||Q2,−(μ,−ωi+1)z
 −i+1(−ωi+1)||
 ≤ K(exp(−2min {αu1 ,−αs1}ωi+1||a||+ ||g
 −i ||+ ||g
 +i−1||)),
 (6.29)
 Now from (6.6) we have
 ||z±i (t)|| ≤ K(||d||+ ||g||).
 In fact, we will use the following Lemma, which decouples estimate (6.6) over
 i.
 Lemma 6.4.2. ||(z+i (t), z−i+1(t))|| ≤ K(||di+1||+ ||(h
 +i , h
 −i+1)||).
 Proof. We follow the same arguments as in section 6.1, but we will keep track
 of only z+i (t) and z−i+1(t). Identically to section 6.1.1 we find
 ||z+i (0)|| ≤ K(e−αiωi+1 ||a+i ||+ ||h+i ||),
 ||z−i+1(0)|| ≤ K(e−αi+1ωi+1 ||a−i+1||+ ||h−i+1||).
 (6.30)
 Now, we follow the same arguments as in section 6.1.3 to show the estimates
 ||Pi,+(μ, ωi)z+i (ωi)|| ≤ K(e−αiωi+1 ||z+i (0)||+ ||h
 +i ||),
 ||Qi+1,+(μ, ωi)z−i+1(ωi+1)|| ≤ K(e−αi+1ωi+1 ||z−i+1(0)||+ ||h
 −i+1||),
 and together with (6.30) we show
 ||Pi,+(μ, ωi)z+i (ωi)|| ≤ K(e−αiωi+1 ||a+i ||+ ||h
 +i ||),
 ||Qi+1,+(μ, ωi)z−i+1(ωi+1)|| ≤ K(e−αi+1ωi+1 ||a−i+1||+ ||h
 −i+1||).
 (6.31)
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 Now, from (5.46) we have
 a+i − a−i+1 = di+1 − Pi,+(μ, ωi+1)z
 +i (ωi+1) +Qi+1,−(μ,−ωi+1)z
 −i+1(−ωi+1).
 Using the projections Pi+1,ωi+1 , Qi+1,ωi+1 :
 a+i = Qi+1,ωi+1(di+1 − Pi,+(μ, ωi+1)z+i (ωi+1)
 +Qi+1,−(μ,−ωi+1)z−i+1(−ωi+1)),
 a−i+1 = −Pi+1,ωi+1(di+1 − Pi,+(μ, ωi+1)z+i (ωi+1)
 +Qi+1,−(μ,−ωi+1)z−i+1(−ωi+1)).
 The terms −Pi,+(μ, ωi+1)z+i (ωi+1) + Qi+1,−(μ,−ωi+1)z
 −i+1(−ωi+1) depend lin-
 early on (a+i , a−i+1, h
 +i , h
 −i+1). Then we may write
 (a+i , a−i+1) = L
 ′1(μ)(a
 +i , a
 −i+1) + L
 ′2(μ)(h
 +i , h
 −i+1) + L
 ′3(μ)di+1,
 where the L′j(μ), j = 1, 2, 3, are linear operators depending smoothly on μ.
 Now the estimates (6.31) ensure that we can choose ωi+1 large enough so that
 the operator (I − L1(μ)) is invertible. Then we find that (a+i , a
 −i+1) is a linear
 function of di+1 and (h+i , h
 −i+1).
 From section 6.1.2 we have that
 ||z+i (t)|| ≤ K(||a+i ||+ ||h+i ||),
 ||z−i+1(t)|| ≤ K(||a−i+1||+ ||h−i+1||),
 and we can now use the linear dependence of (a+i , a−i+1) on di+1 and (h
 +i , h
 −i+1)
 to prove the Lemma. �
 From Lemma 6.4.2 we see that we may write
 ||(z+i (t), z−i+1(t))|| ≤ K(||di+1||+ ||(g
 +i , g
 −i+1)||).
 Now, it follows from the definition that g±i = O(||z±i ||2) and hence for ||z||
 small enough, we have
 K||(g+i , g−i+1)|| ≤
 1
 2||(z+i (t), z
 −i+1(t)||,
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 and then
 ||(z+i (t), z−i+1(t))|| ≤ K||di+1||.
 Recall that the definition of di+1 was given by di+1 := q−i+1(μ)(−ωi+1) −
 q+i (μ)(ωi+1) and from (6.23) and (6.24) we obtain the estimate
 ||(z+i (t), z−i+1(t))|| = O(exp(−min {−α
 s1, α
 u1}ωi+1)), (6.32)
 and since g±i = O(||z±i ||2) we have
 ||(g+i , g−i+1)|| = O(exp(−2min {−α
 s1, α
 u1}ωi+1)),
 We can now combine this with equation (6.29) to provide
 Q2,−(μ,−ωi+1)z−i+1(−ωi+1)− P1,+(μ, ωi+1)z
 +i (ωi+1)
 = O(exp(−2min {−αs1, αu1}ωi+1)). (6.33)
 Now by Lemma 5.4.5 we obtain the final estimate
 Qi+1,ωi+1(μ)[Q2,−(μ,−ωi+1)z
 −i+1(−ωi+1)− P1,+(μ, ωi+1)z
 +i (ωi+1)
 ]
 = O(exp(−2min {−αs1, αu1}ωi+1)). (6.34)
 Similarly we can show
 Pi,ωi(μ)[P2,+(μ, ωi)z
 +i−1(ωi)−Q1,−(μ,−ωi)z
 −i (−ωi)
 ]
 = O(exp(−2min {−αs2, αu2}ωi)). (6.35)
 6.4.4 Estimate for∫ ωi+10Φ+1 (μ, 0, s)Q1,+(μ, s)g
 +1 (s, z
 +i (s;ω, μ), μ)ds
 First define
 z+,ui (t) := Qi,+(μ, t)z+i (t),
 z+,si (t) := Pi,+(μ, t)z+i (t),
 so z+i (t) = z+,si (t) + z
 +,ui (t). Recall from (5.28):
 g+1 (t, z+i (t), μ) = f(q
 +1 (μ)(t)+z
 +i (t), μ)−f(q
 +1 (μ)(t), μ)−Dxf(q
 +1 (μ)(t), μ)z
 +i (t).
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 Then we write
 Q1,+(μ, s)g+1 (s, z
 +i (s), μ) = Q1,+(μ, s)
 [f(q+1 (μ)(s) + z
 +,si (s) + z
 +,ui (s), μ)
 −f(q+1 (μ)(s), μ)−Dxf(q+1 (μ)(s), μ)(z
 +,si (s) + z
 +,ui (s))
 ].
 By the Mean Value Theorem, we can write for fixed s;
 f(q+1 (μ)(s) + z, μ)− f(q+1 (μ)(s), μ) =
 (∫ 1
 0
 Dxf(q+1 (μ)(s) + τz, μ)dτ
 )
 z.
 Substituting this into the above gives
 Q1,+(μ, s)g+1 (s, z
 +,si (s) + z
 +,ui (s), μ)
 = Q1,+(μ, s)
 [∫ 1
 0
 (Dxf(q+1 (μ)(s) + τ(z
 +,si (s) + z
 +,ui (s)), μ)
 −Dxf(q+1 (μ)(s), μ)(z
 +,si (s) + z
 +,ui (s)))dτ
 ](z+,si (s) + z
 +,ui (s))
 =
 [∫ 1
 0
 (∂
 ∂z+,si
 Q1,+(μ, s)f(q+1 (μ)(s) + τ(z
 +,si (s) + z
 +,ui (s)), μ)
 −∂
 ∂z+,si
 Q1,+(μ, s)f(q+1 (μ)(s), μ)
 )
 dτ
 ]
 z+,si (s)
 +
 [∫ 1
 0
 (∂
 ∂z+,ui
 Q1,+(μ, s)f(q+1 (μ)(s) + τ(z
 +,si (s) + z
 +,ui (s)), μ)
 −∂
 ∂z+,ui
 Q1,+(μ, s)f(q+1 (μ)(s), μ)
 )
 dτ
 ]
 z+,ui (s).
 We apply the Mean Value Theorem again to the two terms in the last equation:
 Q1,+(μ, s)g+1 (s, z
 +,si (s) + z
 +,ui (s), μ)
 =
 [∫ 1
 0
 ∫ 1
 0
 ∂2
 ∂(z+,si )2Q1,+(μ, s)f(q
 +1 (μ)(s)
 +τ1τ2(z+,si (s) + z
 +,ui (s)), μ)dτ1dτ2
 ](z+,si (s), z
 +,si (s))
 +2
 [∫ 1
 0
 ∫ 1
 0
 ∂2
 ∂z+,si ∂z+,ui
 Q1,+(μ, s)f(q+1 (μ)(s)
 +τ1τ2(z+,si (s) + z
 +,ui (s)), μ)dτ1dτ2
 ](z+,si (s), z
 +,ui (u))
 +
 [∫ 1
 0
 ∫ 1
 0
 ∂2
 ∂(z+,ui )2Q1,+(μ, s)f(q
 +1 (μ)(s)
 +τ1τ2(z+,si (s) + z
 +,ui (s)), μ)dτ1τ2
 ](z+,ui (s), z
 +,ui (s)). (6.36)
 We now recall that the stable/unstable manifolds of the fixed points pi are lo-
 cally flat, see (5.9). Note that Im P1,+(μ, s) = Tq+1 (μ)(s)Ws(pi, μ) ⊃ W s
 loc(pi, μ).
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 Then if we consider ||z+,si (s)|| < ε sufficiently small, s sufficiently large, then
 z+,si (s) ∈ Ws(pi, μ)∩B(q
 +1 (μ)(s), ε), where B(x, ε) is a ball centred on x, radius
 ε. Now, since W s(pi, μ) is f -invariant, we have
 Q1,+(μ, s)f(q+1 (μ)(s) + z
 +,si (s), μ) = 0,
 and we also have
 ∂2
 ∂(z+,si )2Q1,+(μ, s)f(q
 +1 (μ)(s) + z
 s, μ) = 0
 for all zs ∈ W s(pi, μ) ∩ B(q+1 (μ)(s), ε). This means we may rewrite the first
 term on the right hand side of (6.36) as[∫ 1
 0
 ∫ 1
 0
 ∂2
 ∂(z+,si )2Q1,+(μ, s)f(q
 +1 (μ)(s)
 +τ1τ2(z+,si (s) + z
 +,ui (s)), μ)dτ1dτ2
 ](z+,si (s), z
 +,si (s))
 =
 [∫ 1
 0
 ∫ 1
 0
 ∂2
 ∂(z+,si )2Q1,+(μ, s)f(q
 +1 (μ)(s) + τ1τ2(z
 +,si (s) + z
 +,ui (s)), μ)dτ1dτ2
 −∫ 1
 0
 ∫ 1
 0
 ∂2
 ∂(z+,si )2Q1,+(μ, s)f(q
 +1 (μ)(s)
 +τ1τ2z+,si (s), μ)dτ1dτ2
 ](z+,si (s), z
 +,si (s)).
 Now we again may apply the Mean Value Theorem, and we obtain[∫ 1
 0
 ∫ 1
 0
 ∂2
 ∂(z+,si )2Q1,+(μ, s)f(q
 +1 (μ)(s)
 +τ1τ2(z+,si (s) + z
 +,ui (s)), μ)dτ1dτ2
 ](z+,si (s), z
 +,si (s))
 =
 [∫ 1
 0
 ∫ 1
 0
 ∫ 1
 0
 ∂3
 ∂(z+,si )2∂z+,ui
 Q1,+(μ, s)f(q+1 (μ)(s)
 +τ1τ2z+,si (s) + τ1τ2τ3z
 +,ui (s), μ)dτ1dτ2dτ3
 ](z+,si (s), z
 +,si (s), z
 +,ui (s)).
 Using the fact that z+,s/ui and the partial derivatives of Q1,+(μ, s)f(∙ ∙ ∙ ) are
 bounded, we have
 ||Q1,+(μ, s)g+1 (s, z
 +i (s;ω, μ)|| ≤ C||z+,ui (s)||(||z
 +,si (s)||+ ||z
 +,ui (s)||). (6.37)
 Now, it is easy to see that∣∣∣∣
 ∣∣∣∣
 ∫ ωi+1
 0
 Φ+1 (μ, 0, s)Q1,+(μ, s)g+1 (s, z
 +i (s), μ)ds
 ∣∣∣∣
 ∣∣∣∣
 ≤ exp(−αu1ωi+1)ωi+1(sups∈[0,ωi+1]{K exp(α
 u1(ωi+1 − s)).
 ||Q1,+(μ, s)g+1 (s, z
 +i (s), μ)||}
 ). (6.38)
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 Now choose δ < 0 such that δ + αu1 > 0 and ωi+1 so large that eδωi+1ωi+1 <
 1. Then we multiply the right hand side of (6.38) by e(δ−δ)ωi+1 and combine
 together with (6.37) to obtain
 ∣∣∣∣
 ∣∣∣∣
 ∫ ωi+1
 0
 Φ+1 (μ, 0, s)Q1,+(μ, s)g+1 (s, z
 +i (s), μ)ds
 ∣∣∣∣
 ∣∣∣∣
 ≤ exp(−(δ + αu1)ωi+1)C||z+i ||(sups∈[0,ωi+1]{K exp(α
 u1(ωi+1 − s))||z
 +,ui (s)||}
 ).
 Here ||z+i || is the sup norm. Using estimate (6.32):∣∣∣∣
 ∣∣∣∣
 ∫ ωi+1
 0
 Φ+1 (μ, 0, s)Q1,+(μ, s)g+1 (s, z
 +i (s), μ)ds
 ∣∣∣∣
 ∣∣∣∣
 ≤ exp(−(δ + αu1)ωi+1)C exp(−min {−αs1, α
 u1}ωi+1).
 (sups∈[0,ωi+1]{K exp(α
 u1(ωi+1 − s))||z
 +,ui (s)||}
 ).
 We would now like to estimate sups∈[0,ωi+1]{K exp(αu1(ωi+1 − s))||z+,ui (s)||}.
 Recall again from section 5.4.1 (cf. (5.36));
 Q1,+(μ, s)z+i (s) = Φ+1 (μ, s, ωi+1)Q1,+(μ, s)a
 +i
 −∫ ωi+1
 s
 Φ+1 (μ, s, τ )Q1,+(μ, τ)g+1 (τ, z
 +i (τ), μ)dτ.
 This gives
 ||z+,ui (s)|| = ||Q1,+(μ, s)z+i (s)||
 ≤ ||Φ+1 (μ, s, ωi+1)Q1,+(μ, s)||.||a+i ||
 +
 ∣∣∣∣
 ∣∣∣∣
 ∫ ωi+1
 s
 Φ+1 (μ, s, τ )Q1,+(μ, τ)g+1 (τ, z
 +i (τ), μ)dτ
 ∣∣∣∣
 ∣∣∣∣ .
 Using again (6.37) and the exponential dichotomy for Φ+1 (μ, ∙, ∙);
 exp(αu1(ωi+1 − s))||z+,ui (s)||
 ≤ K exp(αu1(ωi+1 − s)) exp(−αu1(ωi+1 − s))||a
 +i ||
 +K exp(αu1(ωi+1 − s))∫ ωi+1
 s
 exp(−αu1(τ − s)).
 ||z+,ui (τ)||(||z+,ui (τ)||+ ||z
 +,si (τ)||)dτ
 ≤ K||a+i ||+Kωi+1sup τ∈[s,ωi+1]{exp(−αu1(τ − ωi+1)).
 ||z+,ui (τ)||(||z+,ui (τ)||+ ||z
 +,si (τ)||)}.
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 Therefore
 sup s∈[0,ωi+1] exp(αu1(ωi+1 − s))||z
 +,ui (s)||
 ≤ K||a+i ||+Kωi+1sup τ∈[0,ωi+1]{exp(−αu1(τ − ωi+1))||z
 +,ui (τ)||}.
 sup τ∈[0,ωi+1]{||z+,ui (τ)||+ ||z
 +,si (τ)||}. (6.39)
 Note that sup τ∈[0,ωi+1]{||z+,ui (τ)|| + ||z
 +,si (τ)||} ≤ C||z+i ||, and that ||z
 +i || is
 converging exponentially to zero as ωi+1 tends to infinity
 Then for ωi+1 large enough, we have
 sup τ∈[0,ωi+1]{||z+,ui (τ)||+ ||z
 +,si (τ)||} <
 1
 2K.
 Now, together with (6.39) we prove that
 sup s∈[0,ωi+1] exp(αu1(ωi+1 − s))||z
 +,ui (s)|| ≤ 2K||a
 +i ||.
 We estimate the term ||a+i || by using (5.48), (6.33), the definition of di+1 and
 Theorem 6.3.1. Then we see that we may estimate ||a+i || by
 ||a+i || ≤ C exp(−min {−αs1, αu}ωi+1),
 so that
 sup s∈[0,ωi+1] exp(αu1(ωi+1 − s))||z
 +,ui (s)|| ≤ C exp(−min {−αs1, α
 u}ωi+1).
 Finally then, we obtain the estimate
 ∣∣∣∣
 ∣∣∣∣
 ∫ ωi+1
 0
 Φ+1 (μ, 0, s)Q1,+(μ, s)g+1 (s, z
 +i (s), μ)ds
 ∣∣∣∣
 ∣∣∣∣
 ≤ C exp(−2min {−αs1, αu1}ωi+1). (6.40)
 In a similar way we prove the estimate
 ∣∣∣∣
 ∣∣∣∣
 ∫ 0
 −ωi
 Φ−1 (μ, 0, s)P1,−(μ, s)g−1 (s, z
 −i (s), μ)ds
 ∣∣∣∣
 ∣∣∣∣
 ≤ C exp(−2min {−αs2, αu2}ωi). (6.41)
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Chapter 7
 Summary and Discussion
 This thesis has studied generic dynamical phenomena that arise in three di-
 mensional systems, specifically due to an involutory reversing symmetry. We
 have first examined numerically the bifurcation behaviour of the Michelson
 system,
 x = y,
 y = z, (∗)
 z = c2 −1
 2x2 − y,
 which is a reversible system with respect to the involution R(x, y, z) =
 (−x, y,−z). We have examined the codimension one reversible ‘Hopf-zero’
 bifurcation which occurs at c = 0, first through a general reversible normal
 form analysis, and also with a multiple time scale analysis for the Michelson
 system for small c. We have seen that these two approaches recover the same
 result. The formal normal form puts the system in an S1 symmetric form,
 separating the angular component of the vector field. This is equivalent to the
 separation of solutions that evolve on different time scales, since the angular
 component of the vector field is approximately constant, whereas the remaining
 vector field components are of higher order. However, the multiple time scale
 analysis provides approximate analytic solutions for all of the bounded phase
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 space trajectories in this parameter range for the Michelson system, which are
 of a relatively simple form, due to the simple form of equations (∗). This anal-
 ysis demonstrates the near integrable behaviour of the Michelson system for
 small values of the parameter c, which is evident also from the normal form.
 Agreement between these approximate results and numerical simulations of
 the full system is excellent. However, this analysis is effectively only formal,
 and does not take into account higher order terms (the flat terms) that break
 the S1 symmetry. We have also considered the effect of the addition of these
 terms, and found that we may expect many heteroclinic and homoclinic bifur-
 cations to occur, leading to chaotic dynamics. The nature of this result infers
 that although numerical evidence can be given for the existence of chaotic dy-
 namics, it cannot be checked in physical applications (such as the Michelson
 system) in any finite jet of the normal form.
 The results on generic unfoldings of the steady state Hopf-zero bifurcation
 required results on the generic properties of three dimensional, purely reversible
 and reversible volume-preserving systems. These results have been proved as
 part of the modified general Kupka-Smale theorem for these classes of systems.
 We have further focused on analysing the heteroclinic cycle bifurcation, using
 the results from the normal form unfolding analysis as a partial motivation.
 There is also strong evidence that this heteroclinic cycle bifurcation occurs in
 the Michelson system at c ≈ 0.84952, where it is known that a 1D heteroclinic
 connection exists [71]:
 x(t) = α(−9 tanh βt+ 11 tanh3 βt), (†)
 where α = 15√11193, β = 1
 2
 √1119, and there is also numerical evidence for the
 existence of many 2D heteroclinic connections at the same parameter value,
 which combine with (†) to form a heteroclinic cycle. Another motivation of
 studying this heteroclinic cycle is to further progress a current area of research,
 which is to try and reduce the study of heteroclinic/homoclinic bifurcation in
 reversible-equivariant systems to that of steady state bifurcation, using singu-
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 larity theory. Lin’s method appears to be a good tool for this study, and it is
 hoped that in the general reversible-equivariant case, it is possible to classify
 the different bifurcation equations that arise, and therefore also classify some
 of the main bifurcation properties these heteroclinic/homoclinic cycles possess.
 As is the case with Lin’s method, the first step is to classify the splitting of
 invariant manifolds in reversible-equivariant systems by singularity theory. A
 final motivation for our study is that the heteroclinic cycle bifurcation is also
 used as a model with which to compare the two contrasting approaches to anal-
 yse heteroclinic/homoclinic cycle configurations—namely, the more standard
 geometric approach and Lin’s method.
 The bifurcation analysis contained in chapters 4 and 5 reveal very rich dynam-
 ical behaviour in a neighbourhood of the heteroclinic cycle, similar to that
 which appears close to a single homoclinic orbit to a hyperbolic saddle-focus.
 However, in our case the dynamics is much more complicated, and there are
 important differences from the homoclinic case, such as the fact that the pres-
 ence of complicated dynamics does not depend on the ratio of eigenvalues of
 the fixed points. This is due to the fixed points having different index. An
 organising centre for the dynamics is shown to be a symmetric horseshoe which
 exists at the critical parameter value. We have made generic hypotheses to
 ensure hyperbolicity of the symmetric horseshoe and generic unfolding of the
 heteroclinic cycle, but even without these hypotheses, complicated dynamics
 would still be present.
 It would be an interesting problem to see if it is possible to check that the
 generic hypotheses are satisfied in the Michelson system at the parameter
 value c ≈ 0.84952, since there exists an analytic solution for a 1D heteroclinic
 connection (†). To do this, one would need to first check the hypothesis that
 the 1D heteroclinic connection breaks with positive speed with respect to the
 parameter. This could be checked by proving the value of a given integral is
 nonzero, as described in section 5.3.3. There is no known analytic solution
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 for a 2D heteroclinic connection at this parameter value, although it is sus-
 pected that the simplest 2D heteroclinic connection X0(t) exists. One could
 perhaps perform a computer assisted proof that this orbit exists, and that it
 is a transversal heteroclinic orbit.
 Finally, we would like to compare the two methods used in the study of the
 heteroclinic cycle bifurcation in chapters 4 and 5. The geometrical approach
 is maybe more intuitive, and builds a picture of the local dynamics, whereas
 Lin’s method is perhaps somewhat less intuitive, and is compared to a Lia-
 punov Schmidt reduction, where the dynamics of the system is discarded and
 solutions are sought simply as the zeros of functions. Both methods bring
 many technical difficulties—in the geometric case, these difficulties are mani-
 fest in the introduction of local coordinates, expressions for the composition of
 local and global maps, and non-differentiability of the return maps. In chapter
 4 we have used C1 linearisation about each fixed point, but the analysis is also
 made much more difficult if such a linearisation is either not possible, or one
 wishes to study higher derivatives of the return maps, for example to study
 local bifurcations. In this case one uses local Ck coordinates to put the system
 near the fixed points in a simpler form, see e.g. [3, 18, 91].
 In the case of Lin’s method, many estimates are needed to write down the
 leading order term of the jump Ξωi (μ), but these technical details are standard
 in the application of Lin’s method, and so for each new problem the derivation
 of the bifurcation equations is much simpler. In this thesis we have also tried
 to argue that the geometric picture is not entirely discarded through Lin’s
 method: in this case, the times ωi, ωi+1 parametrise the spirals in the section
 Σ1, and where they intersect we find solutions. Therefore we can build up a
 complete topological picture of the return maps in this way. This is the same
 picture that is used in chapter 4 to analyse the local dynamics. In fact, the
 only information that is missing from the bifurcation equations of Lin’s method
 when compared to the analysis in chapter 4 is the derivatives of the return map,
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 which are used to establish hyperbolicity of the symmetric horseshoe.
 However, it is maybe possible to prove hyperbolicity of the invariant set es-
 tablished by Lin’s method, using the information supplied in Ξωi (μ): we can
 establish the existence and uniqueness of certain periodic and aperiodic orbits
 from the bifurcation equations, as well as their persistence under an arbitrarily
 small perturbation. Then we may be able to prove hyperbolicity of this set
 by using this persistence property. This would yield the same description of
 the symmetric horseshoe as in section 4.5 in terms of topological structure and
 hyperbolicity.
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