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Communication Among Agents: A Way ToRevise Beliefs In KD45 Kripke Structures1
 Jean-Marc Tallon* — Jean-Christophe Vergnaud** — Shmuel Zamir***
 * EUREQua, CNRS, Université Paris I Panthéon-Sorbonne
 [email protected]
 ** EUREQua, CNRS, Université Paris I Panthéon-Sorbonne
 [email protected]
 *** EUREQua, CNRS, Université Paris I Panthéon-Sorbonne, CREST–LEI, and Cen-ter for the Study of Rationality, Hebrew University
 [email protected]
 ABSTRACT.We address the issue of belief revision in a multi-agent setting. We represent agents’beliefs in a semantic manner, through a Kripke structure, and model a communication processby which agents communicate their beliefs to one another. We define a revision rule that canbe applied even when agents have contradictory beliefs. We study its properties and show thatagents need not agree after communicating their beliefs. We finally address the dynamics ofrevision and show that the order of communication may affect the resulting belief structure.
 KEYWORDS:belief revision, KD45, Kripke structure.
 1. Introduction
 Situations in which agents have mistaken beliefs abound. In this paper, we proposea revision rule that specifies how agents’ beliefs evolve after communication amongthemselves has taken place. Specifically, we work with KD45 Kripke structures (e.g.,[CHE 80]) and allow agents to communicate (non strategically) their beliefs. The is-sue is to come up with a rule specifying how initial beliefs that are contradicted bythe announcement of some other agent are changed to cope with this contradiction.In the absence of any mistake (i.e., in S5), the process is simple: each agent simply
 1. We would like to thank J.Lang, B.Walliser, and an anonymous referee for useful comments.We also thank the audience at RUD2002 and participants at the workshop on Belief Revision,LIP6, U. Paris VI. Financial support from the French Ministry of Research (ACI Cognitique) isgratefully acknowledged.
 Journal of Applied Non-Classical Logics.Volume – n /
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 drops from his beliefs the ones that are not compatible with the announcements. Thisyields a new S5 Kripke structure. However, in the presence of mistaken initial be-liefs, the rule has to propose a way to correct these beliefs. We proceed in two steps.First, we specify a selection procedure that specifies which initial beliefs the agentretains upon hearing the other’s announcement. We do so by defining agent selectionfunctions on the possible worlds. These selection functions allow for the possibilitythat agents eliminate certain of their initial beliefs. We do not try to ground theseselection functions on some rational basis and leave them essentially unconstrained.The only restriction we consider is a minimal consistency requirement which says thefollowing: any state, initially believed possible, that is not contradicted by the an-nouncements is still considered possible after the revision process. We also modifythe accessibility relation so that the beliefs of the agents who have announced are nowcommonly known. We show that this rule is always well defined, in the sense thatit leads to a KD45 Kripke structure. We provide conditions under which no revisionoccurs. We also give conditions on the initial structure that guarantee the emergenceof consensus. We next extend this rule to a dynamic setting, in which agents announceand revise their beliefs sequentially. We show that, interestingly, the rule proposed iscommutative whenever agents’ beliefs are correct (that is, in S5), but that in general,in KD45, the order according to which the agents announce their beliefs might matter.For instance, the final epistemic situation reached is not the same whether all agentsannounced simultaneously or one at a time.1
 We consider only a semantic framework. In certain fields such as economics andgame theory, the semantic approach is favored while logicians rather prefers to con-sider the syntax. We will discuss informally along the text the issue of belief revisionfrom a syntaxical point of view. In particular, we will discuss the difficulties aboutstating some axioms of belief revision in a multi agents situation with respect to theAGM axioms for a single agent’s setting. Indeed, while it would be nice to adapt theAGM [ALC 85] axiomatic method to multi-agent belief revision, this is far from beinga simple task.2 Indeed, belief revision in a multi-agent framework poses not only theproblem of integrating new information but also the issue of how agents perceive howother agents will integrate new information. This could lead for instance to violationsof AGM’s axiom of success.
 2. Minimal Kripke structures: definition and preliminaries
 Let I = 1, ..., i, ..., n be a finite set of agents andS a set of states of nature(for instance the game that is being played among the agents). A Kripke structure isa representation of agents’ beliefs about the state of natures and about the beliefs ofthe other agents.
 1. The possibility of non commutativity of belief revision has already been noticed in the liter-ature. See [GER 97].2. For an attempt in that direction, see [BOA 03].
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 DEFINITION 1. — A Minimal Kripke Structure (MKS) is a collection(Ω, ω0, s, (ti)i∈I),whereΩ is a set, and the following conditions are satisfied:
 (i) s is a mapping fromΩ to S,
 (ii) ∀i ∈ I, ti is a mapping fromΩ to 2Ω,
 (iii) ∀i ∈ I, ∀ω ∈ Ω, ω′ ∈ ti(ω) ⇒ ti(ω′) = ti(ω),
 (iv) ω0 ∈ Ω,
 (v) There does not existΩ′ Ω such that(Ω′, ω0, s|Ω′ , (ti|Ω′)i∈I) satisfies condi-tions (i) to (iv).3
 We will refer to an element(ω; s(ω); t1(ω), ..., tn(ω)) as astate of the world. ωis the name of the state,s(ω) is the state of nature in the worldω, ti(ω) is the set ofstates of the world thati considers possible in stateω. Finally, ω0 is the true stateof the world. Abusing notation slightly we will denote a state of the worldω =(s(ω), t1(ω), ..., tn(ω)).
 Since we do not require that agents considerω0 possible, the structures we look atmay contain mistaken beliefs. Hence, we place ourselves in the system KD45 ratherthan S5. Embedded in the definition are several assumptions about the nature of thesituations we model. First, we assume a form of consistency of the beliefs: (iii) ofthe definition implies that beliefs are partitional (i.e.,ti(ω)ω∈Ω is a partition ofΩi =: ∪ω∈Ωti(ω)). Note however thatΩi is not necessarily equal toΩ. Second,the true stateω0 is given, since by construction an MKS is a representation of givenbeliefs (the ones encapsulated inω0, the other states being part of the description ofthese beliefs). Third, we assume that the Kripke structure is minimal in the sense thatit does not contain a smaller Kripke structure (condition (v)). This last condition isequivalent to assuming that the system does not contain states that are not deemedpossible via a finite sequence of steps of the form “I think that you think that shethinks..." (condition (v′) in Proposition 2 below, which will be used repeatedly in theproofs of this paper.) This does not imply thatΩ is finite.
 PROPOSITION2. — 4 Let(Ω, ω0, s, (ti)i∈I) be a collection which satisfies conditions(i) to (iv) of Definition 1. Then condition (v) is equivalent to
 (v’) ∀ω ∈ Ω \ ω0 , there exists a finite sequence,ikk=rk=1 with ik ∈ I for all k
 such thatω ∈ ti1(ti2(...(tir(ω0)))) where for anyA ⊆ Ω, ti(A) = ∪ω∈Ati(ω).
 Condition (v’) defines what is often called the generated sub-model. The classicalexample of the muddy children can be expressed in this formalism.
 EXAMPLE 3. — Three children come home after playing in the field. They mighthave a clean face (C) or a dirty face (D). Each child sees the other two’s faces but doesnot see whether there is mud on her own face. Assume that the three faces are actually
 3. ti|Ω′ is the restriction ofti to Ω′, i.e.,ti|Ω′ : Ω′ → 2Ω andti|Ω′(ω) = ti(ω) for all ω ∈ Ω′.4. All proofs are gathered in Appendix B.
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 dirty. Denoting the states of nature byF1F2F3 whereFi ∈ C,D is the state ofi’sface, we represent this situation by an MKS given byΩ = ω0, ..., ω7 where,
 ω0 = (DDD, ω0, ω4 , ω0, ω2 , ω0, ω1)
 ω1 = (DDC, ω1, ω5 , ω1, ω3 , ω0, ω1)
 ω2 = (DCD, ω2, ω6 , ω0, ω2 , ω2, ω3)
 ω3 = (DCC, ω3, ω7 , ω1, ω3 , ω2, ω3)
 ω4 = (CDD, ω0, ω4 , ω4, ω6 , ω4, ω5)
 ω5 = (CDC, ω1, ω5 , ω5, ω7 , ω4, ω5)
 ω6 = (CCD, ω2, ω6 , ω4, ω6 , ω6, ω7)
 ω7 = (CCC, ω3, ω7 , ω5, ω7 , ω6, ω7)
 The next example illustrates an instance of mistaken beliefs.
 EXAMPLE 4. — LetS = α, β , I = 1, 2 andΩ = ω0, ω1, ω2, ω3 such that:
 ω0 = (α, ω1, ω2 , ω3)
 ω1 = (α, ω1, ω2 , ω1, ω2)
 ω2 = (β, ω1, ω2 , ω1, ω2)
 ω3 = (β, ω3 , ω3)
 To describe the situation which is represented in this structure, let us introducesome elements of syntax. First, for notational simplicity we will denote also byα, β...the primitive propositions i.e: considered as a proposition,α means "the nature is instateα". We note∧,∨, ¬, and→ for respectively, the and, or, negation and materialimplication operators. We consider individual belief operatorsbi and a common beliefoperatorcb. 5 Therefore, the previous example catches a situation where the proposi-tion α ∧ b1cb (α ∨ β) ∧ b2cbβ holds true, that is, in words, a situation where the stateof nature isα, where agent 1 believes that it is common belief thatα or β and agent 2believes that it is common belief thatβ.
 A given epistemic situation could be captured by MKS that are formally different.This fact is not bothersome in S5, i.e., if agents do not make any mistake. However,as we want to study revision in beliefs when agents potentially have initial mistakenbeliefs, we have to make sure that "irrelevant" mistakes can be dropped at the outsetso as to focus on beliefs that are mistaken in a meaningful way. A simple intuition ofwhy some mistakes are not meaningful is the following: imagine thatω0 /∈ ti(ω0).
 5. The common belief operatorcb has the intuitive meaning that everybody believes that every-body believes...an infinite number of time. Since we do not allow for infinite conjunction, thedefinition of the common belief operator cannot be defined from the individual belief operatorsand its properties have to be defined per se. For instance, we havecbϕ → biϕ andcbϕ → bicbϕfor all i and propositionϕ. See [BON 96].
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Communication in KD45 Kripke structures 5
 This can reflect two very different situations: either the agent is correct in the sensethat inω0 he believes possible a stateω′ which represents the same beliefs asω0; orthe agent is making a mistake in the sense that he is not considering as possible thetrue state of the worldω0 or any state of the world that represents the same epistemicstate.
 EXAMPLE 5. — LetS = α , I = 1, 2 and consider two MKS:
 Ω = ω0, ω1 such that:
 ω0 = (α, ω1 , ω1)
 ω1 = (α, ω1 , ω1)
 andΩ′ = ω′0 such that:
 ω′0 = (α, ω′0 , ω′0)
 These two MKS represent the same situation:α is the state of nature and it iscommon belief thatα is the state of nature.
 A way of getting around this difficulty is to define notions ofrepresentationandequivalenceof MKS as well as a notion ofirreducibility for MKS.
 DEFINITION 6. — An MKS,(Ω′, ω′0, s′, (t′i)i∈I), is a representationof the MKS,
 (Ω, ω0, s, (ti)i∈I), if there exists a mappingσ fromΩ to Ω′ such that
 (i) σ (Ω) = Ω′
 (ii) σ(ω0) = ω′0
 (iii) s′ σ = s
 (iv) ∀i ∈ I, t′i σ = σ ti.
 DEFINITION 7. — Two MKS,(Ω, ω0, s, (ti)i∈I) and(Ω′, ω′0, s′, (t′i)i∈I), areequiv-
 alentif they have a common representation,(Ω′′, ω′′0 , s′′, (t′′i )i∈I).
 This notion of equivalence corresponds to bisimulation. We now define a notionof redundancy within an MKS.
 DEFINITION 8. — Let (Ω, ω0, s, (ti)i∈I) be an MKS. Two statesω1, ω2 ∈ Ω are saidto beidenticalif there exists an MKS,(Ω′, ω′0, s
 ′, (t′i)i∈I) and a mappingσ : Ω → Ω′
 as in Definition 6 such thatσ(ω1) = σ(ω2).
 Two states of the world are thus identical if there exists a representation of theMKS in which these two states are represented by the same state of the world. Ournext step is to define irreducible MKS, in which such a problem does not arise.
 DEFINITION 9. —
 – An MKS,(Ω, ω0, s, (ti)i∈I) is irreducibleif no two distinct states of the worldω, ω′ ∈ Ω, are identical.
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 – An MKS, (Ω′, ω′0, s′, (t′i)i∈I) is an irreducible representation of
 (Ω, ω0, s, (ti)i∈I) if it is a representation of(Ω, ω0, s, (ti)i∈I) and it is irreducible.
 In the paper we deal exclusively with irreducible MKS. This is without loss ofgenerality as the next proposition makes it clear, since non irreducible MKS alwayshave an irreducible representation.
 PROPOSITION10. — Let (Ω, ω0, s, (ti)i∈I) be an MKS. Then it has an irreduciblerepresentation(Ω′, ω′0, s
 ′, (t′i)i∈I) and all its irreducible representations are equiva-lent.
 Finally, we define a notion of correctness for MKS.
 DEFINITION 11. — Let(Ω, ω0, s, (ti)i∈I) be an irreducible MKS. An agenti ∈ I hascorrect beliefsif ω0 ∈ ti(ω0). The MKS iscorrectif all agents have correct beliefs.The MKS istotally correctif ω ∈ ti(ω) for all ω ∈ Ω and all i ∈ I.6
 Total correctness amounts to assume S5. Obviously, an MKS can be correct butnot totally correct, as illustrated in the following example.
 EXAMPLE 12. — LetS = α, β andI = 1, 2. ConsiderΩ = ω0, ω1 where
 ω0 = (α, ω0 , ω0, ω1)
 ω1 = (β, ω0 , ω0, ω1)
 3. Common belief in minimal Kripke structures
 When agents hold mistaken beliefs, they do not necessarily all have the same viewof what the model actually is. We introduce here the notion of belief horizon of anagent which is the model the agent has in mind.
 DEFINITION 13. — Let (Ω, ω0, s, (ti)i∈I) be an MKS. Thebelief horizonof agenti ∈ I, denoted byBHi(ω0, t), is the minimal subsetY of Ω satisfying:
 (i) ti(ω0) ⊆ Y ,
 (ii) ∀ω ∈ Y , ∀j ∈ I, tj(ω) ⊆ Y .
 Thus,BHi(ω0, t) is the smallest set such thati believes it and believes that allother agents believe it, believes that others believe that others believe it and so forth.In Example 4, one hasBH1(ω0, t) = ω1, ω2 andBH2(ω0, t) = ω3.
 PROPOSITION14. — Let (Ω, ω0, s, (ti)i∈I) be an MKS. Then,
 Ω = ω0 ∪
 (⋃i∈I
 BHi(ω0, t)
 )
 6. If the MKS considered were not irreducible, the definition should be slightly more general:an MKS is correct if∀i ∈ I, there existsω ∈ ti(ω0), such thatω andω0 are identical. Whenthe MKS is irreducible, this definition and Definition 11 coincide.
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Communication in KD45 Kripke structures 7
 Define now the notion of common belief.
 DEFINITION 15. — Let (Ω, ω0, s, (ti)i∈I) be an MKS. An eventE ⊆ Ω is commonbelief (CB) if for anyr ∈ N and sequenceikk=r
 k=1, ik ∈ I, ti1(ti2(. . . (tir (ω0))) ⊆E.
 Note that as an MKS describes a mutual belief structure at a specific, "true", stateof the world, common belief is also defined at that stateω0. The following propositioncharacterizes those events that are common beliefs.
 PROPOSITION16. — Let (Ω, ω0, s, (ti)i∈I) be an MKS. An eventE ⊆ Ω is commonbelief if and only ifBHi(ω0, t) ⊆ E for all i ∈ I.
 This notion of common belief is meaningful for the analyst since, according toi’s beliefs,any eventcontainingBHi(ω0, t) is CB. As we shall see later, only at theabsence of mistakes, CB events have stronger meaning.
 COROLLARY 17. — Let (Ω, ω0, s, (ti)i∈I) be an MKS. An eventE ⊆ Ω is commonbelief if and only if
 ∪i∈IBHi(ω0, t) ⊆ E ⊆ Ω = ω0 ∪
 (⋃i∈I
 BHi(ω0, t)
 )
 This corollary establishes that in an MKS, at most two events can be commonbelief. Ω is always commonly believed (by construction), whileΩ \ ω0 is commonbelief only if the true stateω0 does not belong to the belief horizon of any agent. Inother words,Ω is the only common belief event atω0 if and only if ω0 is in the beliefof at least one agent, that is, if and only if there existsi such thatω0 ∈ ti(ω0).
 In syntaxical terms, that means thatcbϕ is true (in the real stateω0) if and only ifϕ is true in all the worlds ofBHi(ω0, t) for all i.
 4. Communication and revision in minimal Kripke structures
 We are interested in studying the evolution of beliefs when agents can communi-cate their beliefs to each other and update accordingly. In this section we provide arule according to which agents revise their beliefs in a communication process. Atthis stage of our work, we do not allow agents to announce false (or partly false) oreven imprecise beliefs. Thus, the analysis will concentrate on the case in which agentsannouncetruthfully and preciselytheir beliefs.
 DEFINITION 18. — Let (Ω, ω0, s, (ti)i∈I) be an MKS. Acommunicationis simply asubsetIc of I, of agents that announce their beliefs (i.e.,(ti(ω0))i∈Ic ).
 A communication can be identified byIc ⊆ I, the group of agents who announcetheir true beliefs. We’ll refer to it asfull communicationwhenIc = I. The restriction
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 that agents announce precisely their true beliefs can be understood as an assumptionthat the information revealed can be somehow certified. We will assume in the se-quel that it is "common belief" that agents announce precisely their true beliefs. Forinstance, in Example 4, full communication by agent 1 and 2 means concretely thatagent 1 announces publicly that he believes that the state of nature isα or β, thathe believes that this is common belief, while agent 2 announces that he believes it iscommon belief that the state of nature isβ.
 4.1. Selection functions
 Before introducing the revision rule we propose, we need to add a sort ofper-sonal attitudeof the agents as part of the data of the model. Assume that given anMKS,
 (Ω, ω0, s, (ti)i∈I
 )and a communicationIc we consider the selection functions
 satisfying the following definition:
 DEFINITION 19. — A selection functionfi is a mapping fromΩ to 2Ω that satisfies:7
 (i) ∀ω ∈ Ω, fi (ω) ⊆ ti (ω),
 (ii) ∀ω, ω′ ∈ Ω such thatti (ω) = ti (ω′) we havefi (ω) = fi (ω′)
 (iii) Consistency :∀ω ∈ Ω if ti (ω) ∩ ω′ ∈ Ω|tj (ω′) = tj (ω0)∀j ∈ Ic 6= ∅thenfi (ω) = ti (ω) ∩ ω′ ∈ Ω|tj (ω′) = tj (ω0)∀j ∈ Ic
 The consistency condition states that every state of the world initially deemed tobe possibly believed byi (i.e., states that are inΩi) and that explains (is compatiblewith) the others’ announcements should be kept and furthermore, if there exist suchstates, only these states should be kept.
 A particular selection function which fits the definition is the following:∀ω ∈ Ω
 fi (ω) = ti (ω) ∩ ω′ ∈ Ω|tj (ω′) = tj (ω0) ∀j ∈ Ic if it is not empty
 = ti (ω) otherwise
 This selection function corresponds to a conservative attitude: if the initial be-liefs of an agent were proven false by the announcement, then the agent keeps all thepossible world he initially believed in.
 The revision rule we are about to introduce is based on these selection functionsand on the assumption that, loosely speaking, they are commonly believed by allagents so as to enable interactive reasoning about mutual beliefs. It should be notedthat the functionfi is defined onΩ, which does not, in general, coincide withi’s be-lief horizon. This is important sincej might (mistakenly) believe thati might believepossible states that are not ini’s belief horizon. Hence,j needs to know how to revise
 7. Rigorously, one should index a selection function by the communication, that is,fIc
 i . Forsake of simplicity we drop the reference to the communication and simply writefi.
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 i’s beliefs in these worlds and the selection function precisely tells him how to do so.Implicit in the fact that the selection function for agenti is defined on all ofΩ is theidea that all agents agree on how to revisei’s beliefs. If statesω andω′ belong toboth j andj′’s belief horizon, then these two agents agree on which states are keptaccording toi’s selection function. Furthermore, this fact is commonly believed byall agents. Hence, we’ll make the maintained implicit assumption that given an MKS,(Ω, ω0, s, (ti)i∈I
 )and a communication, all selection functionsfi are commonly be-
 lieved by all agents.
 4.2. Revision rule: definition and example
 We now propose a revision rule that copes with announcements contradicting ini-tial beliefs. We first define the rule and then illustrate it via a few examples. Given anMKS and a communication, the revision rule captures two elements: (i) each agentiretains all states of the world according to the selection functionfi and this selectionprocess is commonly believed among the agent, (ii) all announcements made becomecommon beliefs.
 DEFINITION 20. — Let(Ω, ω0, s, (ti)i∈I
 )be an irreducible MKS,Ic a communi-
 cation, and(fi)i∈I be selection functions.8 The revision of(Ω, ω0, s, (ti)i∈I
 )is(
 Ωc, ω0, s, (tci )i∈I
 )wheretci (.) is defined as follows:
 – ∀ω ∈ Ω, ∀i ∈ I \ Ic, tci (ω) = fi(ω)– ∀ω ∈ Ω, ∀i ∈ Ic, tci (ω) = fi(ω0)
 andΩc = ω0 ∪ (∪i∈IBHi(ω0, tc))
 REMARK 21. — There is a slight abuse of notation in the previous definition, asΩc
 is defined via belief horizons that are only defined onceΩc is given.
 To understand the logic of the revision rule we propose, let us examine in detailsthe following example.
 EXAMPLE 22. — (Example 4 continued) Consider first a simple communication byagent 2. For agent 1 there are three possible selection functions corresponding to thethree possible non-empty subset ofω1, ω2 while the selection functionf2 is simplyequal tot2. Consider for instance the "conservative" selection function forf1, that is:f1(ω0) = f1(ω1) = ω1, ω2 andf1(ω3) = ω3.
 The revision rule leads to the following MKS:
 ω0 = (α, ω1, ω2 , ω3)
 ω1 = (α, ω1, ω2 , ω3)
 ω2 = (β, ω1, ω2 , ω3)
 8. We define the revision rule only for irreducible MKS, since otherwise the outcome of therevision process might depend on the representation used.
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 ω3 = (β, ω3 , ω3)
 It is easy to check that in the above MKS, statesω0 andω1 actually express the samehierarchy of beliefs and hence, it can be reduced to the following MKS:
 ω0 = (α, ω0, ω2 , ω3)
 ω2 = (β, ω0, ω2 , ω3)
 ω3 = (β, ω3 , ω3)
 Therefore, in syntaxical terms we start from a situation where the propositionα ∧b1cb (α ∨ β)∧b2cbβ is true (the state of nature isα, agent 1 believes that it is commonbelief thatα or β and agent 2 believes that it is common belief thatβ) to a situationwhereα ∧ b1(α ∨ β) ∧ b1b2cbβ ∧ b2cbβ is true, that is the state of nature isα, agent1 believesα or β, believes that agent 2 believes that it is common belief thatβ andagent 2 still believes that it is common belief thatβ.
 The result seems intuitive:
 – there is no reason why agent 2 should change his beliefs since he received noannouncement and he believes that his own announcements brings no news to agent1,
 – agent 1 who discovered that he was wrong about agent 2’s beliefs, simply takesthem into account in order to modify his own beliefs.
 In fact, this case is a very special case which is no more than a single agent revisionprocess: the content of the announcement (i.e: the propositionb2cbβ) is taken literallyin the revised beliefs of agent 1. This does not have to be the case in general (even inthe case where there is only one agent who announces) as we will see below.
 Consider now full communication and let us use the "conservative" selection func-tions, that is:f1(ω0) = f1(ω1) = f1(ω2) = f2(ω1) = f2(ω2) = ω1, ω2 andf1(ω3) = f2(ω0) = f2(ω3) = ω3.
 The revision rule leads to the following MKS:
 ω0 = (α, ω1, ω2 , ω3)
 ω1 = (α, ω1, ω2 , ω3)
 ω2 = (β, ω1, ω2 , ω3)
 ω3 = (β, ω1, ω2 , ω3)
 which can be reduced to the following MKS:
 ω0 = (α, ω0, ω2, ω2)
 ω2 = (β, ω0, ω2, ω2)
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 The final situation is a situation whereα ∧ cb(b1(α ∨ β) ∧ b2β) is true, that is thestate of nature isα and it is commonly believed that agent 1 believesα or β and agent2 believesβ.
 Note that contrarily to the previous single announcement, agent 1 does not simplyincorporate in his beliefs agent 2’s announcement. Indeed, for instance, the fact thatagent 2 believes that agent 1 believesβ (i.e., b2b1β) is no longer true since agent 1has announcedb1(α ∨ β) and therefore we can not consider that agent 1 will believethat agent 2 believes that agent 1 believesβ (i.e., b1b2b1β). Hence starting fromthe announcements, agents are deducing new beliefs by calculating how the othersare deducing their new beliefs... We do not try to formalize the detail of this cross-deduction process and the rule we propose can be seen as a short cut for this process.The result it gives is a rather natural one.
 This example illustrates some difficulties with transposing AGM’s axiom of suc-cess in a multi-agent setting. If one takes that beliefs are revised by the announcementsof both agents, i.e.,b1cb (α ∨ β)∧b2cbβ, then this announcement is not true any longerin the revised system.
 Next, let us still consider full communication but let us change agent1’s selectionfunction: f1(ω0) = f1(ω1) = f1(ω2) = ω1 andf1(ω3) = ω3, maintainingf2 asbefore.
 Then we get the following MKS:
 ω0 = (α, ω1 , ω3)
 ω1 = (α, ω1 , ω3)
 ω2 = (β, ω1 , ω3)
 ω3 = (β, ω1 , ω3)
 which can be reduced to the following MKS:
 ω0 = (α, ω0, ω2)
 ω2 = (β, ω0, ω2)
 The final situation is a situation whereα ∧ cb(b1α ∧ b2β) is true, that is the truestate of nature isα and it is commonly believed that agent 1 believesα and agent 2believesβ. Compared to the "conservative selection function" case, we see that agent1 has also revised his beliefs on the state of nature, although there is not much intuitionas to why agent 1 should deduce thatβ is not the case. Perhaps, it is reasonable toimpose more restrictive conditions on the selection function. But it is not clear whichkind of restriction to impose. Indeed, in more complex examples, it is not clear whywe should only restrict our attention to "conservative selection functions".
 Finally, we illustrate on that example what would possibly happen when agentscommunicate in a less precise manner than the one assumed so far. Consider forinstance the case in which agent 1 announces simply that he believesα or β (i.e.,
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 b1(α ∨ β)). The event in which this is true isω0, ω1, ω2. It seems natural to thinkthat beliefs will change in the following manner: whenever we hadα ∧ b1[cb(α ∨β)]∧ b2cbβ, we now haveα∧ b1[cb(α∨ β)]∧ b2cb[b1(α∨ β)∧ b2β]. In our semanticapproach, the MKS representing this change would be:
 ω0 = (α, ω1, ω2 , ω3)
 ω1 = (α, ω1, ω2 , ω1, ω2)
 ω2 = (β, ω1, ω2 , ω1, ω2)
 ω3 = (β, ω3, ω4 , ω3)
 ω4 = (α, ω3, ω4 , ω4)
 It is however not clear what the general revision rule should be when faced withthis type of partial communication. Previous work (see [GER 97]) addressed thisquestion for general type of communication. They however do not consider Kripkesemantics, but a representation based on non-well-founded sets. This means, looselyspeaking, that they tolerate empty belief sets when there exists some contradictions:agents do not attempt to solve the inconsistencies they face.
 4.3. Revision rule: agreement and consensus
 Before studying properties of the revision rule, we check that it is well defined.
 PROPOSITION23. —
 Let(Ω, ω0, s, (ti)i∈I
 )be an irreducible MKS. Then,
 (Ωc, ω0, s, (tci )i∈I
 )is a MKS.
 We now seek to characterize conditions under which the revision leads to differentforms of agreements among agents. This requires making a detourvia the definitionand characterization ofcommon S-beliefs systems, in which agents’ beliefs about thestate of nature are common belief.
 For a given MKS,(Ω, ω0, s, (ti)i∈I) define the S-belief to be the event
 SB(ω0, t) = ω ∈ Ω|s(ti(ω)) = s(ti(ω0)) ∀i ∈ I
 TheS-belief is the event "for alli ∈ I, agenti believes that thestate of natureis ins(ti(ω0))". In other words,SB(ω0, t) is the subset ofΩ in which the first level beliefsaboutS are as those inω0, i.e., the beliefs in the true state. We define now a specialcase of belief systems, where the first level beliefs aboutS are common beliefs.
 DEFINITION 24. — An MKS,(Ω, ω0, s, (ti)i∈I) is acommon S-belief system
 (henceforth CSBS) if SB(ω0, t) is common belief.
 In a CSBS, the agents’ beliefs about the state of nature are common beliefs. Agentsneed not agree in a CSBS. It is thus possible to represent situations in which agents’disagreement is common belief. Example 12 is an instance of such a situation: 1
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 believesα, 2 believesα or β and this is common belief, i.e., agents disagree andthis disagreement is common belief. We now establish properties about the degree towhich agents agree after communication and revision have occurred. Whenall agentscommunicate, the revision leads to a situation in which beliefs about the state of natureare common belief. When agents still disagree about the state of nature, this modelssituation in which this disagreement is common belief. Such a case is illustrated inExample 22 above.
 PROPOSITION25. — Let(Ω, ω0, s, (ti)i∈I
 )be an irreducible MKS. Then,(
 Ωc, ω0, s, (tci )i∈I
 )is a CSBS wheneverIc = I.
 When the initial MKS is already a CSBS, that is, when the beliefs about the stateof nature of all agents are common belief, then communication does not lead to anyfurther revision.
 PROPOSITION26. — Let(Ω, ω0, s, (ti)i∈I
 )be an irreducible CSBS. Then,(
 Ωc, ω0, s, (tci )i∈I
 )=(Ω, ω0, s, (ti)i∈I
 )The notion of CSBS does not entail a strong notion of agreement since indeed,
 disagreement can be common belief. A particular case of a CSBS is when the firstlevel beliefs of all agents are the same, and thusti(ω) = tj(ω) for all i, j ∈ I andall ω ∈ Ω. This represents a situation of consensus, when all agents have the samebeliefs.
 DEFINITION 27. — An irreducible MKS,(Ω, ω0, s, (ti)i∈I) is consensualif for alli, j ∈ I, ti(ω0) = tj(ω0).9
 We now give a sufficient condition that entails that revision leads to a consensualMKS.
 PROPOSITION 28. — Let(Ω, ω0, s, (ti)i∈I
 )be an irreducible MKS and letIc =
 I. Assumeω ∈ Ω|tj(ω) = tj(ω0)∀j ∈ I ∩ ti(ω0) 6= ∅ for all i ∈ I. Then,(Ωc, ω0, s, (tci )i∈I
 )is consensual if and only if
 ω ∈ Ω|tj(ω) = tj(ω0)∀j ∈ I ∩ ti(ω0) = ∩i∈Iti(ω0)
 This proposition establishes necessary and sufficient conditions for consensus toemerge in the case in which the announcements entail no contradiction. A directcorollary is that consensus is implied by total correctness.
 COROLLARY 29. — Let(Ω, ω0, s, (ti)i∈I
 )be an irreducible MKS and assume it is
 totally correct. Assume further thatIc = I. Then,(Ωc, ω0, s, (tci )i∈I
 )is consensual.
 9. Recall that the MKS we are interested in are irreducible. If the MKS is not irreducible thenthe definition of consensus needs to be modified: an MKS that has a representation that isconsensual would then be deemed "consensual" itself.
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 4.4. Revision rule: dynamics
 We now extend the static framework considered so far to study situations in whichannouncements are made sequentially. A communication sequence of lengthT , isthe specification of a sequence of setsIc
 ττ=1,...,T . At each stageτ , agents inIcτ
 announce precisely their true beliefs. We’ll say that the communication isexhaustiveif ∪τ=1,...,T Ic
 τ = I, i.e., if all agents announce at some point in time. One can alsoeasily adapt the definition of the selection function to take into account this temporalaspect (it is enough to have selection functions indexed byτ ).
 In view of Proposition 23, that asserts that the revision of an MKS is a well definedMKS, the sequential rule of revision in that case is a straightforward extension of therevision rule proposed in Definition 20. This rule is implemented at each stage, yield-ing an MKS at stageτ denotedΩc
 τ . Recall however that, without further restrictionson agents’ selection function , the revision rule has to be applied to MKS that are irre-ducible. Hence, if at the end of any given stage, the resulting MKS is not irreducible,then we replace it by one of its irreducible representations before proceeding to thenext round of announcement/revision. In this process, we always make sure that thelabelling of the true state remainsω0 at all stages. The revision process is well definedin the sense that it does not depend on the choice of the irreducible representation (seeProposition 37 in Appendix A).
 Of particular interest in this dynamic setting are first whether agreement is even-tually reached and second, whether the order of the announcements (who announceswhen) might matter for the situation eventually reached. We answer these two ques-tions affirmatively.
 PROPOSITION30. — Let(Ω, ω0, s, (ti)i∈I
 )be an irreducible MKS and assume the
 communication(Icτ )τ=1,...,T is exhaustive, then
 (Ωc
 T , ω0, s,(tci,T)i∈I
 )is a CSBS.
 The revision process ends when the smallestk such that∪τ=1,...,kIcτ = I is
 reached. Hence, we established that convergence occurs and at the point of conver-gence, beliefs about the state of nature are common beliefs (but might be different).The following proposition shows that there is no loss of generality in restricting at-tention to communication in which an agent announces his beliefs only once, i.e.,having an agent announcing his beliefs at two different stages of the communicationis useless.
 PROPOSITION 31. — Let(Ω, ω0, s, (ti)i∈I
 )be an irreducible MKS,(Ic
 τ )τ=1,...,T
 be a communication, and(fi,τ )τ=1,...,T selection functions. Define the communica-
 tion(Icτ
 )τ=1,...,T
 by Ic1 = Ic
 1 and Icτ = Ic
 τ \ ∪τ ′<τIcτ ′ for τ = 2, ..., T . Then, if(
 Ωcτ , ω0, s,
 (tci,τ)i∈I
 )τ=1,...,T
 is a sequence of revised MKS after communicationIc,
 then, it is also a sequence of revised MKS after communicationIc.
 The next point we address is whether the order of announcements matters andshow that it does not if the MKS is totally correct, but might otherwise.
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 PROPOSITION32. — Let(Ω, ω0, s, (ti)i∈I
 )be an irreducible totally correct MKS.
 Consider two sequential communications(Icτ )τ=1,...,T and (Ic
 τ )τ=1,...,T of lengthTand T respectively, such that∪τ=1,...,T Ic
 τ = ∪τ=1,...,T Icτ . Then, the revision rule
 leads to two equivalent MKS.
 The proposition provides a rather strong sufficient condition (that the MKS is to-tally correct) under which the order of announcement does not matter. This sufficientcondition can be relaxed but not much. In Example 33, it is shown that as soon as onehas to cope with contradictions, the order matters. One may wonder whether commu-tativity holds when there is no contradiction. Example 34 is a case of a correct MKSin which the final beliefs depend on whether the agents announce simultaneously orsequentially. In this case, the order does matter. This points out the fact that as soonas we depart from MKS that satisfies S5, that is situation where all agents satisfy thetruth axiom and it is common belief that all agents satisfy the truth axiom, then the or-der does matter. In Example 34, all agents satisfy the truth axiom but it is not commonbelief that this is the case. Therefore, in sequential announcement, agents believe thatother agents may have to deal with contradictions and this makes the difference.
 EXAMPLE 33. — LetS = α, β, γ andI = 1, 2, 3. ConsiderΩ = ω0, ω1, ω2where
 ω0 = (α, ω1, ω2 , ω0, ω1 , ω0, ω2)
 ω1 = (β, ω1, ω2 , ω0, ω1 , ω1)
 ω2 = (γ, ω1, ω2 , ω2, ω0, ω2)
 – First consider the case where there is only one round of announcement andIc =1, 2, 3. Given this announcement, there is only one possible selection function foreach agent2 and3,
 f2(ω0) = f2(ω1) = f3(ω0) = f3(ω2) = ω0 , f2(ω2) = ω2, f3(ω1) = ω1
 while there are three possible selection functions for agent1(a)f1(ω0) = f1(ω1) = f1(ω2) = ω1, ω2(b) f1(ω0) = f1(ω1) = f1(ω2) = ω1(c) f1(ω0) = f1(ω1) = f1(ω2) = ω2
 We give the outcome of the revision in these three cases:
 - Case (a): the revision rule yields the following MKS
 ω0 = (α, ω1, ω2 , ω0 , ω0)ω1 = (β, ω1, ω2 , ω0 , ω0)ω2 = (γ, ω1, ω2 , ω0 , ω0)- Case (b): the revision rule yields the following MKS
 ω0 = (α, ω1 , ω0 , ω0)ω1 = (β, ω1 , ω0 , ω0)- Case (c): the revision rule yields the following MKS
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 ω0 = (α, ω2 , ω0 , ω0)ω2 = (γ, ω2 , ω0 , ω0)
 – Consider now the case where 1 and 2 announce first, revision occurs, and then3 announces, that is,Ic
 1 = 1, 2 andIc2 = 3. In the first round, the only pos-
 sible selection functions are thatf1(ω0) = f1(ω1) = f1(ω2) = ω1 for agent 1,f2(ω0) = f2(ω1) = ω0, ω1 , f2(ω2) = ω2 for agent 2 andf3(ω0) = f3(ω2) =ω0 , f3(ω1) = ω1 for agent 3. Thus, the revised MKS after the first round is givenby
 ω0 = (α, ω1 , ω0, ω1 , ω0)ω1 = (β, ω1 , ω0, ω1 , ω1)
 The same type of computation after 3’s announcement yields:
 ω0 = (α, ω1 , ω0 , ω0)ω1 = (β, ω1 , ω0 , ω0)– Finally, consider the case where 1 and 3 announce first, revision occurs and then
 2 announces, that is,Ic1 = 1, 3 andIc
 2 = 2. Here again, selection functions areuniquely determined and we obtain after the first round:
 ω0 = (α, ω2 , ω0 , ω0, ω2)ω2 = (γ, ω2 , ω2 , ω0, ω2)
 and finally we have, after 2’s announcement:
 ω0 = (α, ω2 , ω0 , ω0)ω2 = (γ, ω2 , ω0 , ω0)
 Thus, we end up with different MKS according to the order of announcements.
 In this example, observe that non-commutativity does not come from possible in-consistencies in the selection functions. Non-commutativity comes from the fact thatagents’ revisions are done sequentially without keeping track of the reason why theychanged their initial beliefs to begin with. This absence of memory explains why, inthe sequential process in which 1 and 3 announce first and 2 second, 1 does not re-consider the elimination ofω1 (made upon 3’s announcement) when 2 announces inthe second stage. In the next example, the outcome of the revision process depends onthe sequence of announcements although the MKS is initially correct (but not totallycorrect).
 EXAMPLE 34. — Let S = α, β and I = 1, 2. ConsiderΩ = ω0, ω1, ω2where
 ω0 = (α, ω0, ω1 , ω0)
 ω1 = (β, ω0, ω1 , ω2)
 ω2 = (α, ω2 , ω2)
 – First consider the case where agents announce simultaneously. The only possibleselection function for agent 1 isf1(ω0) = f1(ω1) = ω0 , f1(ω2) = ω2. Then we
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 obtain the following MKS:
 ω0 = (α, ω0 , ω0)– Consider now the case whereIc
 1 = 1 andIc2 = 2. After the first announce-
 ment, we obtain the following MKS:
 ω0 = (α, ω0, ω1 , ω0)ω1 = (β, ω0, ω1 , ω2)ω2 = (α, ω0, ω1 , ω2)
 Before proceeding to the second round of revision, observe that the MKS after the firstround is not irreducible since state 0 and 2 are identical. Hence, it has an irreduciblerepresentation:
 ω0 = (α, ω0, ω1 , ω0)ω1 = (β, ω0, ω1 , ω0)
 Now, consider the second step, in which 2 announces his beliefs, i.e.,ω0. This doesnot lead to any further revision.
 Hence, the MKS we end up with is different from the one in which both agentswere making their announcements simultaneously, showing that the order of theseannouncements matters, even though the initial MKS was correct.
 Another feature of the example is to show that although the agents reach a con-sensus in the simultaneous case (the conditions of Proposition 28 are satisfied), thesequential revision does not lead to consensus.
 The two previous examples show that the revision process is not necessarily com-mutative, unless the initial MKS is well behaved (i.e., totally correct) as establishedin Proposition 32. This points out a few interesting issues. First, the non commuta-tivity is not directly linked to the procedure we adopted to treat announcements thatare in contradiction with the initial beliefs of the agents. Indeed, in Example 34, thetwo sequential processes studied do not entail any contradiction: in both cases, theannouncements made in the first round are compatible with part of the initial beliefs.Thus, agents only keep those states that are exactly compatible with the announce-ments. Second, non-commutativity of the revision procedure arises because agentstreat each new MKS afresh, without keeping track of how they arrived at it. In thatrespect the sequential revision process we have described is myopic. Another way ofsaying this is to describe the revision process we have defined as a markovian pro-cess: at each stage, the only information taken into account to revise is the state of thesystem at that stage. An alternative, more demanding, way of modelling things wouldbe to go back, after each round of announcement, to the initial MKS and use all thesequence of announcements made up to that point in time to revise it. It is not clearwhether the framework developed here is the most appropriate to treat this way ofrevising. Further, the "unbounded" memory assumption that this alternative approachwould require might be too demanding in terms of the amount of information agentswould have to keep at each stage of the revision process. Indeed, it is not necessary fortotally correct MKS. Here again, an intuition that is correct in the absence of mistakes
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 (i.e., the path through which one arrives at a given state of the epistemic system is notrelevant) appears to be misleading in the more general case. Finally, non commutativ-ity points out the fact that communication has another strategic aspect to it beyond itsmere content: the order of the agenda (i.e., who gets to speak when) is important andagents are bound to take this into account if they have the choice as to when to speak.
 Beyond these general remarks, we would like to argue that there is an importantdifference between the two examples of non-commutativity. In Example 33, non-commutativity is problematic: for instance, in the case where agents 1 and 2 announcefirst and then 3 announces, agent 1 should be allowed to reconsider the elimination ofstateω2, since 2’s and 3’s announcements have essentially the same value to agent1. The situation in Example 34 is different: the mistakes were not on the first levelbeliefs but on higher order beliefs. Hence, these beliefs do change after a first roundof announcement. Thus, the non-commutativity of the rule simply reflects that higherorder mistaken beliefs are corrected according to the announcements made at a givenstage, before further revision is done.
 Appendix A: Irreducibility and Revision of MKS
 In this appendix, we tackle the issue of whether the revision process we defineddepend on the representation of the MKS we consider. We first establish that if anMKS is correct so must be any representation of it.
 PROPOSITION35. — Let (Ω, ω0, s, (ti)i∈I) and (Ω′, ω′0, s′, (t′i)i∈I) be irreducible
 and equivalent MKS. IfΩ is correct then,Ω′ is also correct.
 In the last proposition of this appendix, we show that the sequential revision pro-cess does not depend on the choice of an irreducible representation at each stage.We first need to define a notion of compatibility of an agent’s ordering between twoequivalent irreducible MKS.
 DEFINITION 36. — Let(Ω, ω0, s, (ti)i∈I) and(Ω′, ω′0, s′, (t′i)i∈I) be two irreducible
 and equivalent MKS. Two functionsf from Ω to 2Ω and f ′ from Ω′ to 2Ω′are com-
 patible if there exists a functionφ : Ω → Ω′ such that that conditions (i) to (iv) ofDefinition 6 hold and such that∀ω ∈ Ω, f ′(φ(ω)) = φ(f(ω)).
 PROPOSITION 37. — Let (Ω, ω0, s, (ti)i∈I) and (Ω′, ω′0, s′, (t′i)i∈I) be two irre-
 ducible equivalent MKS. Assume that agents’ selection functions are compatible.
 Then(Ωc, ω0, s, (tci )i∈I) and((Ω′)c, ω′0, (s′), ((t′i)
 c)i∈I) are equivalent MKS.
 Appendix B: Proofs
 PROOF(PROPOSITION2). — Assume (v) and define the setΩ′ ⊆ Ω by
 Ω′ =ω0 ∪
 ω ∈ Ω|∃r ∈ N,∃ikk=r
 k=1, ik ∈ I, ir = i s.th.ω ∈ ti1(ti2(. . . (tir(ω0)))
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 We show that(Ω′, ω0, s|Ω′ , (ti|Ω′)i∈I) satisfies conditions (i) to (iv) of Definition 1.Conditions (i), (iii), and (iv) are obvious. Consideri ∈ I, ω ∈ Ω′ and takeω′ ∈ti|Ω′(ω) = ti(ω). It is easy to see that by definition ofΩ′, ω′ ∈ Ω′ which proves thatti|Ω′ is a mapping fromΩ′ to 2Ω′
 . Therefore, condition (v) implies thatΩ′ = Ω andthus condition (v′) holds.
 Assume now (v′) and suppose there existsΩ′ Ω such that(Ω′, ω0, s|Ω′ , (ti|Ω′)i∈I)satisfy conditions (i) to (iv) of Definition 1. Hence,∃ω ∈ Ω \ Ω′. However by (v′),∃r ∈ N andikk=r
 k=1, ik ∈ I, ir = i s.th. ω ∈ ti1(ti2(. . . (tir (ω0))). Sinceω0 ∈ Ω′,thentir
 |Ω′(ω0) = tir(ω0) ⊆ Ω′ since condition (ii) applies. By induction, we can
 show that for allk = 1, ..r,
 (tik|Ω′(. . . (tir
 |Ω′(ω0))) = (tik(. . . (tir
 (ω0))) ⊆ Ω′
 and thusω ∈ Ω′ yielding a contradiction.
 PROOF(PROPOSITION10). —
 LetR(Ω) be the set of representations ofΩ, i.e., the set of MKS(Ω′, ω′0, s′, (t′i)i∈I)
 such that there exists a mappingσ from Ω to Ω′ that satisfies the properties of Defini-tion 6.
 Let σ be a mapping fromΩ to Ω that satisfiesσ (ω1) = σ (ω2) if and only if thereexists an MKS(Ω′, ω′0, s
 ′, (t′i)i∈I) and a mappingσ from Ω to Ω′ that satisfies theproperties of Definition 6 such thatσ (ω1) = σ (ω2). LetΩ = σ (Ω) andω0 = σ(ω′0).
 Defines : Ω → S by s(ω) = s(ω1) whereω1 ∈ Ω is such thatσ (ω1) = ω.This is well defined since ifσ (ω1) = σ (ω2) we know that there existsσ such thatσ (ω1) = σ (ω2) which implies thats(ω1) = s(ω2) sinceΩ′ is a representation ofΩvia σ.
 Next, we show that ifσ (ω1) = σ (ω2) then σ (ti (ω1)) = σ (ti (ω2)). Sinceσ (ω1) = σ (ω2) , it must be the case that there existsσ such thatσ (ω1) = σ (ω2).Then,σ (ti (ω1)) = σ (ti (ω2)). Now, letω ∈ σ (ti (ω1)). There existsω3 ∈ t′i (ω1)such thatσ (ω3) = ω. Sinceσ (ω3) ∈ σ (ti (ω1)) = σ (ti (ω2)) , there existsω4 ∈ti (ω2) such thatσ (ω3) = σ (ω4) . Hence,σ (ω3) = σ (ω4) ∈ σ (ti (ω2)) and there-fore ω ∈ σ (ti (ω2)) proving thatσ (ti (ω1)) ⊆ σ (ti (ω2)). Similarly, the reverseinclusion holds and henceσ (ti (ω1)) = σ (ti (ω2)).
 Finally, defineti : Ω → 2Ω by ti(ω) = ti(σ (ω)) = σ (ti(ω)) whereω ∈ Ω is suchthatσ (ω) = ω. This is well defined since we showed that ifω has two antecedentsω1 andω2, σ (ti (ω1)) = σ (ti (ω2)).
 We first show that(Ω, ω0, s,
 (ti)i∈I
 )so defined is an MKS. The two conditions
 to check are condition(iii) and(v) of Definition 1. Check first condition(iii) andlet ω2 ∈ ti(ω1). There existω1 andω2 such thatσ (ω1) = ω1 andσ (ω2) = ω2
 andω2 ∈ ti (ω1). Henceti (ω1) = ti (ω2) and thereforeσ(ti (ω1)) = σ(ti (ω2)), i.e.,ti(ω1) = ti(ω2).
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 We next check that condition (v′) holds (by Proposition 2, this is equivalent tocheck condition (v) of Definition 1 directly). Letω ∈ Ω. By construction, there existsω ∈ Ω such thatσ(ω) = ω. Thus, there existsr finite and a sequenceikk=r
 k=1 withik ∈ I for all i such thatω ∈ ti1(ti2(...(tir
 (ω0)))). Hence,
 σ(ω) ∈ σ[ti1(ti2(...(tir(ω0))))]
 Recall thatσ(ti(ω)) = ti(σ(ω)). Hence,
 σ[ti1(ti2(...(tir(ω0))))] = ti1(σ[ti2(...(tir
 (ω0)))])
 and, eventually,
 σ[ti1(ti2(...(tir(ω0))))] = ti1(ti2(...(tir
 (σω0)))) = ti1(ti2(...(tir(ω0))))
 proving condition(v′) of Proposition 2. Observe that(Ω, ω0, s,
 (ti)i∈I
 )is a repre-
 sentation of(Ω, ω0, s, (ti)i∈I), sinceσ satisfies the conditions of Definition 6.
 We next want to show that(Ω, ω0, s,
 (ti)i∈I
 )is irreducible. Assume this is not the
 case and that there exists a representation(Ω, ω0, s,
 (ti)i∈I
 )of(Ω, ω0, s,
 (ti)i∈I
 )and a mappingσ : Ω → Ω such thatσ(ω1) = σ(ω2) for someω1, ω2 ∈ Ω, ω1 6= ω2.Let ω1 andω2 in Ω be such thatω1 = σ(ω1) andω2 = σ(ω2). It is easy to show
 that(Ω, ω0, s,
 (ti)i∈I
 )is also a representation of(Ω, ω0, s, (ti)i∈I) via the mapping
 σ σ. Hence,Ω ∈ R(Ω) andσ(ω1) = σ(ω2), i.e.,ω1 = ω2, a contradiction.
 PROOF(PROPOSITIONS14 AND 16). — First, we prove the following lemma:
 LEMMA 38. — Let (Ω, ω0, s, (ti)i∈I) be an MKS. For alli ∈ I, ∀ω ∈ Ω,
 ω ∈ BHi(ω0, t) ⇔ ∃r ∈ N,∃ikk=rk=1, ik ∈ I, ir = i s.th.ω ∈ ti1(ti2(. . . (tir
 (ω0)))
 PROOF(LEMMA 38). — Fori ∈ I consider
 NHi(ω0, t) =ω ∈ BHi(ω0, t)|∀r ∈ N andikk=r
 k=1, ik ∈ I, ir = i s.th.ω /∈ ti1(ti2(. . . (tir(ω0)))
 and supposeNHi(ω0, t) 6= ∅. Consider
 Y = BHi(ω0, t)\NHi(ω0, t)
 Note thatY is strictly included inBHi(ω0, t) sinceNHi(ω0, t) 6= ∅. Remark thattrivially ti(ω0) ⊆ Y which shows thatY 6= ∅ and condition (i) of Definition 13 issatisfied.
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 Considerω′ ∈ Y andj ∈ I. Sinceω′ ∈ BHi(ω0, t), tj(ω′) ⊆ BHi(ω0, t). Sup-pose thattj(ω′) * Y and thus there existsω ∈ NHi(ω0, t) ∩ tj(ω′). Sinceω′ ∈ Y ,there exists a sequenceikk=r
 k=1, ik ∈ I, ir = i such thatω′ ∈ ti1(ti2(. . . (tir(ω0))).
 Then define the sequencei′kk=r+1k=1 by i′1 = j, i′k = ik−1 for all k = 2, .., r+1. Note
 thati′r+1 = i. Then we have thatω ∈ ti′1(ti′2(. . . (ti′r+1(ω0))) which is a contradiction
 with ω ∈ NHi(ω0, t). Thus, condition (ii) of Definition 13 is also satisfied. Thatproves thatBHi(ω0, t) is not the irreducible subset which satisfies these conditions.
 ThusNHi(ω0, t) = ∅ and
 BHi(ω0, t) ⊆ω ∈ Ω|∃r ∈ N andikk=r
 k=1, ik ∈ I, ir = i s.th.ω ∈ ti1(ti2(. . . (tir(ω0)))
 Conversely, considerω ∈ Ω such that there exists10 r ∈ N andikk=r
 k=1, ik ∈ I,ir = i such thatω ∈ ti1(ti2(. . . (tir
 (ω0))) and let us suppose thatω /∈ BHi(ω0, t).Then there existsωkk=r
 k=1 such thatωr = ω0, ∀k = 1, .., r−1 ωk ∈ tik+1(ωk+1) andω ∈ ti1(ω1). Sinceω /∈ BHi(ω0, t), condition (ii) of Definition 13 implies thatω1 /∈BHi(ω0, t). Recursively, we have that∀k = 1, .., r − 1, ωk /∈ BHi(ω0, t). Hence,sinceωr−1 /∈ BHi(ω0, t), ti(ω0) * BHi(ω0, t), contradicting (i) of Definition 13.
 Propositions 14 and 16 are direct consequences of the lemma.
 PROOF(PROPOSITION23). — It is straightforward to check conditions (i) to (v) ofDefinition 1 for both systems.
 PROOF(PROPOSITION25). —
 Before proceeding to the proof of the proposition itself, we need a lemma in whichCSBS is characterized by the fact that any given agent must have the same beliefs inall the states of the world.
 LEMMA 39. — Let (Ω, ω0, s, (ti)i∈I) be an irreducible MKS. Then, the followingassertions are equivalent
 (i) (Ω, ω0, s, (ti)i∈I) is CSBS
 (ii) SB(ω0, t) = Ω
 (iii) ∀ω ∈ Ω,∀i ∈ I, ti(ω) = ti(ω0)
 PROOF(LEMMA 39). — We first prove(i) ⇔ (ii). SinceSB(ω0, t) is common be-liefs, we know by Corollary 17 that∪i∈IBHi(ω0, t) ⊆ SB(ω0, t) ⊆ Ω = ω0 ∪i∈I
 BHi(ω0, t). Note that by definition,ω0 ∈ SB(ω0, t) and thusSB(ω0, t) = Ω. Con-versely, ifSB(ω0, t) = Ω, then(Ω, ω0, s, (ti)i∈I) is a CSBS.
 10. By Proposition 2, such anr exists.
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 We next prove(i) ⇔ (iii). From what we just proved, one way is obvious: sincethe conditionti(ω) = ti(ω0) ∀ω ∈ Ω,∀i ∈ I implies thatSB(ω0, t) = Ω, and hencethe MKS is CSBS.
 Conversely, assume that the MKS is CSBS. ThenSB(ω0, t) = Ω. ConsiderΩ′ =ω′ss∈s(Ω) and the MKS,
 (Ω′, ω′s(ω0)
 , s′, (t′i)i∈I
 )defined by∀ω′s ∈ Ω′, s′ (ω′s) = s
 and∀i ∈ I, t′i (ω′s) = ω′s′ ∈ Ω|s′ ∈ s(ti(ω0)). Define the mappingσ : Ω → Ω′ by∀ω ∈ Ω, σ(ω) = ω′s(ω). By construction, we have thatσ(Ω) = Ω′, σ(ω0) = ω′s(ω0)
 ,ands′ σ = s. Consider nowi ∈ I andω ∈ Ω. Then
 t′i σ(ω) = t′i
 (ω′s(ω)
 )= ω′s′ ∈ Ω|s′ ∈ s(ti(ω0))
 while
 σ ti(ω) = ω′s′ ∈ Ω|∃ω′′ ∈ ti(ω) such thatω′s′ = σ (ω′′)
 = ω′s′ ∈ Ω|∃ω′′ ∈ ti(ω) such thats′ = s (ω′′)
 = ω′s′ ∈ Ω|s′ ∈ s(ti(ω))
 But sinceSB(ω0, t) = ω ∈ Ω|s(ti(ω)) = s(ti(ω0)) ∀i ∈ I = Ω, we have
 σ ti(ω) = ω′s′ ∈ Ω|s′ ∈ s(ti(ω0)) = t′i σ(ω)
 Thust′i σ = σ ti which shows that the MKS,(Ω′, ωs(ω0), s
 ′, (t′i)i∈I
 )is a repre-
 sentation of the MKS,(Ω, ω0, s, (ti)i∈I). Since(Ω, ω0, s, (ti)i∈I) is irreducible,σ isa one-to-one mapping. Remark now that by construction∀ω′s ∈ Ω′,∀i ∈ I, ti(ω′s) =ti(ω′s(ω0)
 ) and sinceσ−1 is a one-to-one mapping,ti(σ−1(ω′s)) = ti(σ−1(ω′s(ω0))),
 establishing that∀ω ∈ Ω,∀i ∈ I, ti(ω) = ti(ω0).
 The proof of Proposition 25 is now trivial: IfIc = I, then by the construction oftci given in Definition 20,∀i, ∀ω ∈ Ωc, tci (ω) = fi(ω0) = tci (ω0) and thus accordingto Proposition 39,
 (Ωc, ω0, s, (tci )i∈I
 )is a CSBS.
 PROOF(PROPOSITION 26). — Since(Ω, ω0, s, (ti)i∈I
 )is a CSBS, Lemma 39
 yields that∀ω ∈ Ω,∀i ∈ I, ti(ω) = ti(ω0). Hence,Ω = ω ∈ Ω|tj(ω) =tj(ω0),∀j ∈ Ic and hence, given that the selection functions have the consistencyproperty,∀ω ∈ Ω, ∀i, tci (ω) = ti(ω0) and thus
 Ωc = ω0 ∪ (∪i∈IBHi(ω0, tc)) = Ω
 which establishes that(Ωc, ω0, s, (tci )i∈I
 )=(Ω, ω0, s, (ti)i∈I
 ).
 PROOF(PROPOSITION28). — Ωc is consensual if and only iffi(ω0) = fj(ω0) forall i, j ∈ I. Given thatω|ti(ω) = ti(ω0)∀i ∈ I ∩ ti(ω0) 6= ∅, Ωc is consensual ifand only if
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 ti(ω0) ∩ ω|ti(ω) = ti(ω0)∀i ∈ I = tj(ω0) ∩ ω|ti(ω) = ti(ω0)∀i ∈ I ∀i, j ∈ I.
 [⇒] AssumeΩc consensual.
 It is easy to check that if∩i∈Iti(ω0) 6= ∅, then∩i∈Iti(ω0) = ω|ti(ω) =ti(ω0),∀i ∈ I.
 Since for alli, j ∈ I,
 ti(ω0) ∩ ω|ti(ω) = ti(ω0)∀i ∈ I = tj(ω0) ∩ ω|ti(ω) = ti(ω0)∀i ∈ I 6= ∅
 we get that∩i∈Iti(ω0) 6= ∅. Therefore,ti(ω0) ∩ ω|ti(ω) = ti(ω0)∀i ∈ I =ti(ω0) ∩i∈I ti(ω0) = ∩i∈Iti(ω0)
 [⇐] Assumeti(ω0) ∩ ω|tj(ω) = tj(ω0)∀j ∈ I = ∩i∈Iti(ω0). Then, trivially,ti(ω0) ∩ ω|ti(ω) = ti(ω0)∀i ∈ I = tj(ω0) ∩ ω|ti(ω) = ti(ω0)∀i ∈ I ∀i, j ∈ IandΩc is consensual.
 PROOF(PROPOSITION30). — This is readily deduced from three observations:
 – After a communication, ifi ∈ Ic, then by definition, for allω ∈ Ωc, tci (ω) =tci (ω0).
 – If we start from a situation where the MKS is such that fori, ∀ω ∈ Ω, ti(ω) =ti(ω0), then after a communication, it is also the case that∀ω ∈ Ωc, tci (ω) = tci (ω0).
 – Reducing MKS at each stage to irreducible MKS if necessary, does not affectthe two previous properties.
 Thus if the sequential communication is exhaustive, we have that∀ω ∈ ΩcT ,
 tci,T (ω) = tci,T (ω0) which characterizes CSBS.
 PROOF(PROPOSITION31). — We prove the proposition by induction. It is trivialthat the proposition is true forτ = 1 since the two communications are identical.
 Let nowτ ≥ 2 and assume that for allι = 1, . . . , τ−1,(Ωc
 ι , ω0, s,(tci,ι)i∈I
 )ι=1,...,τ−1
 is a sequence of revised MKS for communication(Icι )ι=1,...,τ−1.
 Consider(fi,τ ), the selection functions at stageτ for communicationIc. Observethat these are also selection functions at stageτ for communicationIc. Indeed, con-ditions (i) and(ii) of definition 19 are satisfied. To prove condition(iii), considerj ∈ Ic
 τ \ Icτ . Then, there existsι ≤ τ − 1 such thatj ∈ Ic
 ι . According to the revisionrule, we havetcj,ι(ω) = tcj,ι(ω0) for all ω ∈ Ωc
 ι . Then, it is easy to see that for allκ = ι, . . . , τ − 1, we also havetcj,κ(ω) = tcj,κ(ω0) for all ω ∈ Ωc
 κ.
 Hence, for allj ∈ Icτ \ Ic
 τ , tcj,τ−1(ω) = tcj,τ−1(ω0) for all ω ∈ Ωcτ−1 and hence,
 ω ∈ Ωcτ−1|tcj,τ−1(ω) = tcj,τ−1(ω0)∀j ∈ Ic
 τ = ω ∈ Ωcτ−1|tcj,τ−1(ω) = tcj,τ−1(ω0)∀j ∈ Ic
 τ
 which proves that the selection functions are consistent for communicationIc.
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 Since for allj ∈ Icτ \ Ic
 τ , tcj,τ−1(ω) = tcj,τ−1(ω0) for all ω ∈ Ωcτ−1, it is easy
 to check that applying the revision rule according to the selection functions(fi,τ ) forcommunicationIc
 τ or for communicationIcτ leads to the same result.
 PROOF(PROPOSITION32). — This is readily deduced from the following observa-tions:
 – When the MKS is totally correct the revision rule can be applied even if the MKSis not irreducible. It yields the same MKS as if it were applied on the irreducible MKSto begin with.
 – At each stage, the revised MKS is totally correct.
 – Therefore, revision can be done without worrying about irreducibility of theMKS.
 – Thus, the MKS eventually reached corresponds to taking the intersection of allthe agents’ announcements, an operation that does not depend on the order of theseannouncements.
 PROOF(PROPOSITION35). — Observe that for alli ∈ I, t′i(σ(ω)) = σ (ti(ω)) byconstruction andω ∈ ti(ω) by assumption. Hence,σ(ω) ∈ σ (ti(ω)) and thereforeσ(ω) ∈ t′i(σ(ω)) for all i ∈ I.
 PROOF(PROPOSITION37). —
 First, we prove the following lemma:
 LEMMA 40. — Let (Ω, ω0, s, (ti)i∈I) and (Ω′, ω′0, s′, (t′i)i∈I) be irreducible and
 equivalent MKS. Then there exists a one-to-one and onto mappingφ from Ω to Ω′
 such that conditions (i) to (iv) of Definition 6 hold.
 PROOF(LEMMA 40). — By Proposition 10,Ω andΩ′ have a common irreduciblerepresentationΩ”. Let σ : Ω → Ω” andσ′ : Ω′ → Ω” be the associated mappings.By definition,σ andσ′ are onto. Assumeσ is not one-to-one, i.e., there existω1, ω2 ∈Ω, ω1 6= ω2, such thatσ(ω1) = σ(ω2). This implies thatΩ is not irreducible, acontradiction. Henceσ is one-to-one. A similar argument holds forσ′. Therefore,(σ′)−1 σ is a well defined mapping fromΩ to Ω′ that is one-to-one and onto. Takeφ = (σ′)−1 σ. Conditions (i) to (iv) hold by construction.
 Let now φ be defined as in Lemma 40. Since the selection functions are com-patible, it is easy to check thatt′
 c
 i φ(ω) = φ tci (ω) for all ω ∈ Ω. Hence,((Ω′)c, ω′0, s
 ′, ((t′i)c)i∈I) is a representation of(Ωc, ω0, s, (tci )i∈I).
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