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 Abstract
 A typical communication system consists of a channel code totransmit signals
 reliably over a noisy channel. In general the channel code isa set of code-
 words which are used to carry information over the channel. This thesis deals
 with Elias upper bound on the normalized rate for Euclidean space codes and
 on codes which are close to the generalized Singleton bound,like Maximum-
 Distance Separable (MDS) codes, Almost-MDS codes, Near-MDS codes and
 certain generalizations of these.
 The Elias bound for codes designed for Hamming distance, over an alphabet
 of sizeq is well known. Piret has obtained a similar Elias upper boundfor
 codes over symmetricPSK signal sets with Euclidean distance under consid-
 eration instead of Hamming distance. A signal set is referred to as uniform if
 the distance distribution is identical from any point of thesignal set. In this
 thesis we obtain the Elias upper bound for codes over uniformsignal sets. This
 extension includes the PSK signal sets which Piret has considered as a sub-
 class. This extended Elias bound is used to study signal setsover two, three
 and four dimensions which are matched to groups. We show thatcodes which
 are matched to dicyclic groups lead to tighter upper bounds than signal sets
 matched to comparable PSK signal sets, signals matched to binary tetrahedral,
 binary octahedral and binary icosahedral groups.
 The maximum achievable minimum Hamming distance of a code over a finite
 alphabet set of given length and cardinality is given by the Singleton bound.
 The codes which meet the Singleton bound are called maximum distance sep-
 arable codes(MDS). The problem of constructing ofMDS codes over given
 length, cardinality and cardinality of the finite alphabet set is an unsolved prob-
 lem. There are results which show the non existence ofMDS codes for par-
 ticular lengths of the code, the cardinality of the code and the alphabet size.
 Therefore we look at codes which are close to Singleton bound. Almost-MDS
 codes and Near-MDS codes are a family of such codes. We obtain systematic
 matrix characterization of these codes over finite fields. Further we charac-
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iii
 terize these code overZm, R-modules and finite abelian groups. Based on
 the systematic matrix characterization of the codes over cyclic groups we ob-
 tain non-existence results for Almost-MDS codes and Near-MDS codes over
 cyclic groups.
 The generalized Singleton bound of the code gives the upper bound on the
 generalized Hamming weights of the code. Generalized Hamming weights of
 the code are defined based on the minimum cardinality of the support of the
 subcodes of the code.MDS code achieves the generalized Singleton bound
 with equality. We obtain systematic matrix characterization of codes over finite
 fields with a given Hamming weight hierarchy. Further based on the systematic
 matrix characterization we characterize codes which are close to the general-
 ized Singleton bound. We also characterize codes and their dual based on their
 distance from the generalized Singleton bound. We study theproperties of
 codes whose duals are also at the same distance from the generalized Single-
 ton bound. The systematic matrix characterization of codeswhich meet the
 generalized Greismer bound is also given.
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Chapter 1
 Introduction
 A typical communication system consists of a channel code totransmit signals reliably
 over a noisy channel. In general codewords are restricted tosequences of fixed length over
 finite alphabets. A code is by the following parameters: the lengthn of the code, number
 of information symbolsk, the minimum distance between any two code wordsd and the
 cardinality of the alphabet,q, over which the code is constructed. Here thed denotes the
 minimum possible Hamming distance between two distinct codewords. The basic questions
 in coding theory include the following:
 • givenn, k, q find a(n, k) codeC with dmin ≥ d that maximizesk
 • givenn, k, q find a(n, k) codeC that maximizes the minimum distancedmin
 Here the first condition looks at maximizing the rate of the code. Classical bounds on codes
 gives the lower and upper bound on thek for givendmin. The lower and upper bounds are
 obtained in terms of the normalized ratekn
 and the normalized distancedn. The lower
 bound has been studied using different approaches. These include the classical Gilbert-
 Varshamov bound. The upper bounds on the rate of the code is given by Plotkin bound,
 Elias bound, linear programming bound etc. For an(n, k) code the maximum possible
 minimum distance between any two code words is given by the Singleton bound.
 Hamming distance is the appropriate performance index for agiven error correcting when
 the code is used on a binary symmetric channel. For other channels Hamming distance
 may not be an appropriate performance index. For instance, when used in Additive White
 1
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 Gaussian noise(AWGN) channel the minimum squared Euclidean distance(MSED) of
 the resulting signal space code is the appropriate performance index [3] [71] [75]. Piret,
 [46], studied the Gilbert Varshamov lower bound and Elias upper bound for codes over
 PSK signal sets with squared Euclidean distance as the metric. In [56] the Pirets’ lower
 bound for Euclidean space codes overPSK signal sets have been extended to codes over
 distance uniform signal sets. In this thesis we obtain an Elias type upper bound for codes
 over distance uniform signal sets.
 The Singleton bound gives the maximum possible minimum Hamming distance of an(n, k)
 code. Maximum distance separable(MDS) codes are a class of codes which achieve
 the Singleton bound with equality. A general solution for construction of maximal length
 MDS codes over finite alphabet sets is still an open problem. There exists classes of codes
 having minimum distance close to the Singleton bound. Theseinclude the AlmostMDS
 and NearMDS codes. In this thesis we study codes close to the Singleton bound over
 finite fields and obtain a systematic matrix characterizations.
 The study of codes over groups is motivated by the observation in [37] [38] that when
 more that two signals are used for transmission, a group structure, instead of the finite
 field structure traditionally assumed, for the alphabet is matched to the relevant distance
 measure. The minimum squared Euclidean distance is the appropriate distance measure for
 signal sets matched to groups [37] [24]. The Hamming distance gives a simple lower bound
 on the minimum squared Euclidean distance for signal sets matched to groups. Hence it is
 interesting to study codes over signal sets which are matched to groups. It is well known
 that binary linear codes are matched to binary signaling over an Additive White Gaussian
 Noise (AWGN) channel in the sense that the squared Euclideandistance between two signal
 points in the signal space corresponding to two codewords isproportional to the Hamming
 distance between codewords. Similarly, linear codes overZm are matched toM-PSK
 modulation systems for an AWGN channel [40] [41]. The general problem of matching
 signal sets to linear codes over general algebraic structure of groups has been studied in
 [37] [38]. Also, group codes constitute an important ingredient for the construction of
 Geometrically Uniform codes [23]. This motivates the studyof codes over groups both
 abelian and nonabelian. In [6] construction of group codes over abelian groups that mimics
 the construction of algebraic codes over finite fields is considered and it is shown that
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 the construction can be on the basis of a parity check matrix which provides the relevant
 information about the minimum Hamming distance of the code.The parity check symbols
 are seen as images of certain homomorphisms fromGk toG. The bound on the minimum
 Hamming distance of codes over groups is given by Singleton Bound. The codes over
 groups which meet the Singleton bound are the class ofMDS group codes.MDS codes
 over groups have been studied in [76] [78]. Here again we study codes,AMDS codes and
 NMDS codes over groups, which are close to the Singleton bound andcharacterize them.
 Generalized Hamming weight hierarchy of linear codes over finite fields is discussed in
 [72]. The generalized Hamming weight hierarchy of a linear code is defined in terms of
 the minimum support of the subcodes of the code. The bound on the maximum possible
 minimum support of any subcode is given by the generalized Singleton bound.MDS code
 achieves the generalized Singleton bound with equality forall the subcodes. The codes
 which are close to the generalized Singleton bound are form an important class of codes.
 We obtain matrix characterization of these codes over finitefields in terms of the systematic
 generator matrix.
 1.1 Preliminaries and Background
 In this section we introduce basic set of concepts and symbols which we use in this thesis.
 Further in each chapter we will discuss results which are relevant to it. Consider ann
 dimensional space over a finite fieldFq. Any subset of the all possiblen tuples overFq is a
 code. If the subset forms a linear subspace it is a linear code.
 Definition 1.1 The minimum Hamming distance of an-length codeC is defined asdmin =
 min{d(x, y) | ∀x, y ∈ C andx 6= y} whered(x, y) denotes minimum Hamming distance
 between the codewordsx andy
 A codeC over aFq is defined in terms ofn, k anddmin. Codes can be defined over any
 finite sets. In thesis we study codes over finite fields, finite module over a commutative ring
 and finite abelian group. We also study codes over finite distance uniform signal sets.
 The normalized rate of an[n, k] code is defined askn. Similarly the normalized distance of
 [n k d] code is defined asdn. The normalized rate and normalized distance are important
 parameters of the code.
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 An [n, k] linear codeC overFq is generated byk independent code words, i.e, the code
 is generated byk rank matrix overFq. This is called the generator matrix of the code (this
 is a (k × n) matrix overFq). Every generator matrix of a linear code can be written as a
 [Ik×k Pk×(n−k)] matrix (upto column permutations). Throughout this thesiswe refer to this
 matrix as the systematic generator matrix of the code with the understanding that it is the
 generator matrix of the equivalent code obtained by appropriate column permutations.
 The dual of an[n k] codeC denoted asC⊥ is the set of all{x ∈ F nq | 〈x, y〉 = 0 ∀ y ∈ C}.
 The dual code,C⊥, is an[n (n − k)] code. The systematic generator matrix of the dual
 code is called as the systematic parity check matrix of the code. The systematic parity
 check matrix of the code is given by the matrix[−P T(n−k)×k I(n−k)×(n−k)].
 1.1.1 Bounds on Codes
 Consider a code over a finite alphabet set of cardinalityq with lengthn and minimum
 Hamming distanced. An important question which comes up here is what is the maximum
 value ofM for which such a code exists.
 Definition 1.2 [60] A(n, d) := max{M | an(n,M, d)code exists} whered is the mini-
 mum Hamming distance of the code,M the cardinality of the code andn is the length of
 the codeC. A codeC such that| C |= A(n, d) is called optimal.
 Obtaining lower and upper bounds onA(n, d) is considered as an important problem in
 coding theory. In this section we collect results on the bounds onA(n, d) based on Ham-
 ming distance. In the case of long length code (asymptotic case) the normalized distance is
 denoted asδ and
 Definition 1.3 [60] α(δ) := limn→∞ sup{n−1logqA(n, δ)}
 The asymptotic lower and upper bounds onα(δ) is given in terms of the generalized entropy
 function. The generalized entropy function is defined as follows:
 Hq(x) = −x logq
 [x
 q − 1
 ]
 − (1 − x) logq(1 − x), if 0 ≤ x ≤[q − 1
 q
 ]
 . (1.1)
 The asymptotic Gilbert-Varshamov bound (a lower bound) is given by
 Theorem 1.1 [39] [60] If 0 ≤ δ ≤ q−1q
 then α(δ) ≥ 1 −Hq(δ)
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 The upper bounds on the rate of the code for a given distance include the Singleton bound,
 Hamming bound, Plotkin bound, Greismer bound, Elias bound,and the linear programming
 bound. Among these the linear programing bound gives the tightest upper bound on the rate
 of the code for any given distance. The Elias bound is tighterthan the Singleton bound,
 Hamming bound, Plotkin bound and the Greismer bound. Moreover for small distances the
 Elias bound and the linear programing bound are comparable.
 The Singleton bound is given by the following theorem
 Theorem 1.2 For q,n,d ∈ N , q ≥ 2 we haveA(n, d) ≤ qn−d+1
 For an[n, k] linear codeC we haved ≤ (n− k + 1). A code meeting this bound is called
 the maximum distance separable code. The Greismer bound is defined for linear codes.
 The following theorem states the Greismer bound.
 Theorem 1.3 For an [n, k, d] code overFq we haven ≥∑k−1i=0 ⌈ d
 qi ⌉
 The Elias bound for the finite case and the asymptotic case aregiven by the following
 results.
 Theorem 1.4 Let q,n, d, r ∈ N , q ≥ 2, θ = 1 − q−1 and assume thatr ≤ θn and
 r2 − 2θnr + θnd > 0. Then
 A(n, d) ≤ θnd
 r2 − 2θnr + θnd
 qn
 Vq(n, r).
 Theorem 1.5 We have
 α(δ) ≤ 1 −Hq(θ −√
 θ(θ − δ)) if 0 ≤ δ ≤ theta,
 α(δ) = 0, ifθ ≤ δ < 1. (1.2)
 1.1.2 Generalized Hamming Weight Hierarchy
 The minimum distance of the of the codeC overFq is defined asd(C)def= mina,b∈C
 a6=b{w(a−
 b)}, wherew(a) denotes the number of non-zero locations ofa. If C is a linear code then
 d(C)def= mina∈C
 a6=b{w(a)}. Next possible generalization is to consider the distance between
 triples of codewords [61]. This is defined as
 d2(C)def= mina,b,c∈C
 a6=b6=c{w((a− c) ∨ (b− c))}. (1.3)
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 Here∨ denotes the logicalOR operation. For a linear code this reduces to
 d2(C)def= mina,b∈C
 a6=b{w(a ∨ b)}. (1.4)
 Further generalization to the distance betweeni codewords leads to the generalized Ham-
 ming weight hierarchy of the code.
 Definition 1.4 Let C be an [ n k ] linear code. Letχ(C) be the support ofC, namely,
 χ(C) = {i | xi 6= 0forsome(x1, x2, . . . , xn) ∈ C}. Ther-th generalized Hamming weight
 ofC is then defined asdr(C) = min{| χ(D) | : Dis anr−dimensional subcode ofC}.
 The Hamming weight hierarchy ofC is then the set of generalized Hamming weights
 {dr(C) | 1 ≤ r ≤ k}. There are several equivalent definitions of generalized Hamming
 weight. They include:
 • dr(C) of an [ n k ] codeC is the minimum size of union of supports ofr linearly
 independent codewords inC.
 • [28] Consider[ n k ] codeC. Let G be a generator matrix of the code. For any
 x ∈ GF (q)k the multiplicity of x will denote the number of of occurrences ofx as
 column ofG. Then the support of the code,χ(C) = n−m(0). LetGFkl denote the
 set ofl dimensional subspaces of thek dimensional spaceGF (q)k. Thendr(C) is
 n− max{m(U) | U ∈ GFk,k−r(q)}
 We also collect the following known results on Hamming weight hierarchy for codes over
 finite fields. The sequence of Hamming weight hierarchy is strictly increasing, i.e.,
 d1(C) < d2(C) < . . . < dk(C) = n (1.5)
 The following result [72] which relates the Hamming weight hierarchy of a code to that of
 its dual will be useful. IfC⊥ denotes the dual of the codeC, then
 {dr(C) | r = 1, 2, ..., k}⋃
 {n+ 1 − dr(C⊥) | r = 1, 2.., n− k} = {1, 2, ..., n}.
 The generalized Singleton bound of[ n k ] codeC states thatdr(C) ≤ (n− k + i).
 Definition 1.5 MDS Codes:MDS codes are characterized in terms Hamming weight hi-
 erarchy as codes with the property thatdi(C) is (n− k + i) for i = 1, 2, 3, 4, . . . , k.
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 Definition 1.6 Almost MDS Codes:AlmostMDS codes are a class of[ n k ] codes such
 thatd1(C) = (n− k) anddi(C) ≤ (n− k + i) for all 1 < i ≤ k.
 Definition 1.7 Near-MDS Codes: NearMDS (NMDS) codes are a class of[ n k ]
 codes with the following generalized Hamming weight hierarchyd1(C) = (n − k) and
 di(C) = (n− k + i) for i = 2, 3, 4, . . . , k.
 Definition 1.8 An equivalent definition ofNMDS code is as follows: An[ n k ] code is
 NMDS if and only if thed1(C) = n− k andd1(C⊥) = k.
 Proposition 1.5.1 An [ n k ] code is aNMDS if and only ifd1 + d⊥1 = n, wered1 is the
 minimum Hamming distance of the code andd⊥1 is the minimum Hamming distance of the
 dual code.
 The above result is proved in [15]. If an[ n k ] isNMDS we know thatd1 = (n− k). The
 above proposition implies that thed⊥1 = k. That is code as well as it dual are Almost-MDS
 codes. NMDS codes can be characterized in terms of their generator matrices and parity
 check matrices as follows [15]:
 A linear [n, k] code is NMDS iff a parity check matrixH of it satisfies the following con-
 ditions:
 • everyn− k − 1 columns ofH are linear independent
 • there exists a set ofn− k linearly dependent columns inH
 • everyn− k + 1 columns ofH are of rankn− k
 A linear [n, k] code is NMDS iff a generator matrixG of it satisfies the following condi-
 tions:
 • everyk − 1 columns ofG are linear independent
 • there exists a set ofk linearly dependent columns inG
 • everyk + 1 columns ofG are of rankk
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 N2MDS Codes:N2MDS codes are a class of[ n k ] codes whered1(C) = (n− k − 1),
 d2(C) = (n−k+1) anddi(C) = (n−k+i) for i = 3, 4, . . . , k. AµMDS Codes:AµMDS
 codes are a class of[ n k ] codes whered1(C) = (n− k+ 1− µ) anddi(C) ≤ (n− k+ i)
 for i = 2, 3, . . . , k.
 1.2 Contribution in this Thesis
 A typical communication system consists of a channel code totransmit signals reliably over
 a noisy channel. In general the channel code is a set of codewords which are used to carry
 information over the channel. This thesis deals with Elias upper bound on the normalized
 rate for Euclidean space codes and on codes which are close tothe generalized Singleton
 bound, like Maximum-Distance Separable (MDS) codes, Almost-MDS codes, Near-MDS
 codes and certain generalizations of these. The results presented in the second and third
 chapters are not directly related to the results presented in the subsequent chapters.
 The Elias bound for codes designed for Hamming distance, over an alphabet of sizeq is
 well known. The Hamming distance is the appropriate performance index for codes over bi-
 nary symmetric channel. For other channels Hamming distance may not be an appropriate
 performance index. For instance, when used in Additive White Gaussian noise(AWGN)
 channel the minimum squared Euclidean distance(MSED) of the resulting signal space
 code is the appropriate performance index[3; 71; 75]. Pirethas obtained a similar Elias
 upper bound for codes over symmetricPSK signal sets with Euclidean distance under
 consideration instead of Hamming distance. A signal set is referred to as uniform if the
 distance distribution is identical from any point of the signal set. In Chapter 2 we obtain
 the Elias upper bound for codes over uniform signal sets called by us as Extended Elias
 Upper Bound (EEUB). Moreover this extension includes the PSK signal sets which Piret
 has considered as a subclass. The Elias bound for all values of q is shown to be obtain-
 able by specializing the extended Elias bound obtained hereto the class of simplex signal
 sets.The extended Elias upper bound depends on the choice ofa probability distribution. In
 Chapter 2 we obtain the distribution that achieves the best bounds for codes over Simplex
 signal sets and biorthogonal signal sets. We also verify Pirets’ conjecture for codes over
 PSK signal sets with cardinality five. (The results of Chapter 2 has been published in [58]
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 and [57].)
 In Chapter 3, [68], we use theEEUB to study signal sets over two, three and four di-
 mensions which form distance uniform signal sets. We obtaina probability distribution
 that achieves the tightestEEUB for codes over several signal sets in multidimensions and
 compare the bounds based on the normalized rate per two dimensions. A method to obtain
 a probability distribution that achieves the tightest bound is discussed. We also show that
 all distance uniform signal sets are equal energy signal sets. The codes which are matched
 to dicyclic groups is shown to have tighter upper bounds thansignal sets matched to com-
 parable PSK signal sets, signals matched to binary tetrahedral, binary octahedral and binary
 icosahedral groups. Further the upper bound for codes over finite unitary groups, Slepian
 signal set in six dimensions and Slepian signal set in six dimensions is also discussed. (A
 part of these results in Chapter 3 is available in [68].)
 The maximum achievable minimum Hamming distance of a code over a finite alphabet set
 of given length and cardinality is given by the Singleton bound. The codes which meet
 the Singleton bound are called maximum distance separable codes(MDS). The problem
 of construction ofMDS codes of given length, cardinality and cardinality of the finite
 alphabet set is an unsolved problem. There are results whichshow the non existence of
 MDS codes for particular lengths of the code, the cardinality ofthe code and the alphabet
 size. In Chapter 4 we study codes whose minimum Hamming distance is close to the
 Singleton bound. Almost-MDS codes and Near-MDS codes are a family of such codes. We
 obtain systematic matrix characterization of these codes over finite fields. The systematic
 matrix characterization ofNMDS codes andAMDS codes is useful in erasure channels.
 Using the systematic matrix characterization that for an[n, k] NMDS code given any
 (k + 1) locations of then length codeword we can obtain the transmitted message. (The
 results of Chapter 4 appear in [65] and [66].)
 In Chapter 5 we characterize the class ofAMDS andNMDS codes over finite abelian
 groups and finiteR modules. The class of group linear codes over finite abelian groups
 are in general described in terms of the defining homomorphism. We report conditions on
 the defining homomorphism to characterizeAMDS andNMDS codes. Specializing to
 cyclic groups we obtain characteristics of the defining homomorphisms forAMDS codes
 andNMDS codes. The defining homomorphisms forAMDS andNMDS codes over
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 cyclic groups lead to codes overZm. Based on the systematic matrix characterization
 of these codes over cyclic groups we obtain non-existence results forAMDS codes and
 NMDS codes over cyclic groups. (A part of these results appear in [69].)
 The generalized Singleton bound of the code gives the upper bound on the generalized
 Hamming weights of the code. Generalized Hamming weights ofthe code are defined
 based on the minimum cardinality of the support of the subcodes of the code.MDS code
 achieves the generalized Singleton bound with equality. InChapter 6 we obtain systematic
 generator/check matrix characterization of codes over finite fields with a given Hamming
 weight hierarchy. Further based on the systematic matrix characterization we character-
 ize classes of codes which are close to the generalized Singleton bound. These include
 NMDS, N2MDS, AMDS, AµMDS andNµMDS codes. The MDS-rank ofC is the
 smallest integerη such thatdη+1 = n − k + η + 1 and the defect vector ofC with MDS-
 rank η is defined as the ordered set{µ1(C), µ2(C), µ3(C), . . . , µη(C), µη+1(C)}, where
 µi(C) = n−k+ i−di(C). We callC a dually defective code if the defect vector of its dual
 is the same as that ofC. The systematic matrix characterization of dually defective codes
 is also obtained. Codes meeting the generalized Greismer bound are characterized in terms
 of their generator matrices. The HWH of dually defective codes meeting the generalized
 Greismer bound are also reported. We also characterize codes and their dual based on the
 defect vector. A code is dually defective if the defect vector is same for the code as well as
 its dual. (Results of Chapter 6 has been partly reported in [67] and [70].)
 In Chapter 7 we conclude the thesis with a summary of results and a listing of several
 directions for further work.
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Chapter 2
 Asymptotic Elias Bound for Euclidean
 Space Codes over Distance-Uniform
 Signal Sets
 1
 2.1 Introduction
 Hamming distance of a binary code is the appropriate performance index when the code is
 used on a binary symmetric channel. For other channels Hamming distance may not be an
 appropriate performance index. For instance, when used in Additive White Gaussian noise
 (AWGN) channel the minimum squared Euclidean distance(MSED) of the resulting
 signal space code is the appropriate performance index[3; 71; 75]. For codes designed for
 the Hamming distance, Elias bound gives an asymptotic upperbound on the normalized rate
 of the code for a specified normalized Hamming distance. To beprecise, letC be a length
 n code over aq-ary alphabet with minimum Hamming distancedH(C). The asymptotic
 Elias bound, [60; 39; 45], is given by
 R(δH) ≤ 1 −Hq(θ −√
 θ(θ − δH)), if 0 ≤ δ < θ;
 R(δH) = 0 if θ ≤ δ < 1. (2.1)
 1The results of this chapter are available also in [57] and [58].
 11
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 where θ = (q − 1)/q, R(δH) = limn→∞1n
 logq | C | is the normalized rate,δH =
 limn→∞1ndH(C) is the normalized Hamming distance andHq(x) is the generalized en-
 tropy function given by
 Hq(x) = −x logq
 [x
 q − 1
 ]
 − (1 − x) logq(1 − x), if 0 ≤ x ≤[q − 1
 q
 ]
 . (2.2)
 Piret [46] has extended this bound for codes over symmetricPSK signal sets for Euclidean
 distance and Ericsson [20] for codes over any signal set thatforms a group for the general
 distance function. These bounds and their tightness dependon the choice of a probability
 distribution. In this chapter we point out that these boundshold for the wider class of signal
 sets, namely the distance-uniform signal sets. The existence of distance-uniform signal sets
 that are not matched to any group was shown in [53]. We also show that the tightest bound
 (optimum distribution) is obtainable for simplex, Hammingspaces and biorthogonal signal
 sets. Also, we verify the conjecture of Piret regarding the optimum distribution for codes
 over symmetric5-PSK signal set.
 A signal set is said to be distance-uniform if the Euclidean distance distribution of all the
 points in the signal set from a particular point in the signalset is same from any point,
 i.e, if the signal set isS = {s0, s1, . . . , sM−1} andDi = {dij, j = 0, 1, . . . ,M − 1} is
 the Euclidean distance distribution from the signal pointsi, thenDi is the same for all
 i = 0, 1, ...,M − 1. Examples of uniform signal sets are all binary signal sets,symmetric
 PSK Signal sets, orthogonal signal sets, simplex signal sets [3], [71], [75] and hypercubes
 in any dimension. The class of signal sets matched to groups [38], [37] form an important
 class of distance-uniform signal sets. A signal setS is said to be matched to a groupG, if
 there exists a mappingµ fromG ontoS such that for allg andg′ in G,
 dE(µ(g), µ(g′)) = dE(µ(g−1g′), µ(e)) (2.3)
 wheredE(x, y) denotes the squared Euclidean distance betweenx, y ∈ S ande is the iden-
 tity element ofG. Signal sets matched to groups constitute an important ingredient in the
 construction of geometrically uniform codes [23] which include important classes of codes
 as special cases. Moreover, it has been shown that signal sets matched to non-commutative
 groups have the capacity of exceeding thePSK limit [8], whereas the capacity of signal
 sets matched to commutative groups are upper-bounded by thePSK limit [38], [37].
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 In this chapter we discuss the asymptotic upper bound on the normalized rate of Euclidean
 space codes ([38], [23]) over distance-uniform signal sets, for given normalized squared
 Euclidean distance. However, the arguments are valid for any distance function. We show
 that
 • The Piret’s and Ericsson’s bound are valid for codes over anyuniform-signal set.
 • The distribution that gives the tightest bound (optimum distribution) for codes over
 simplex signal sets, Hamming spaces and biorthogonal signal sets are easily obtained.
 • The bound for codes over simplex signal sets with optimum distribution is essentially
 the classical Elias bound. We also verify Piret’s conjecture regarding the optimum
 distribution for codes over5-PSK signal sets.
 The content of this chapter is organized as follows: The validity of Piret’s and Ericsson’s
 bound for codes over the wider class of distance-uniform signal sets is given in Section(2.2).
 Also, the optimum distribution for codes over simplex, Hamming spaces and biorthogonal
 signal sets are obtained. The relation between classical asymptotic Elias bound and the
 extended bound is established by specializing to the codes over simplex signal sets. Further
 we verify Piret’s conjecture on the optimum distribution for codes over5-PSK signal sets.
 Section(2.3) contains directions concluding remarks.
 2.2 Extended Elias Upper Bound (EEUB)
 Following the arguments in the spirit of Elias bound [60], Piret, [46], has obtained an
 asymptotic upper bound in the parametric form on the rate of Euclidean space codes over
 symmetricPSK signal sets from which the Elias bound forq = 2 is obtainable and not for
 q ≥ 4. Ericsson [20] has shown that this bound is valid for codes over any signal set that
 forms a group and for any general distance function. We pointout in the following that the
 validity of this bound extends to codes over the wider class of distance-uniform signal sets.
 theorem(2.1) gives the extended upper bound, the proof of which uses similar arguments
 as that of Piret [46].
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 Theorem 2.1 LetA be a distance-uniform signal set withM signal points{s0, s1, . . . , sM−1}andS be aM ×M matrix with(i, j)th entrysij equal tod2
 i,j, the squared Euclidean dis-
 tance betweenai andaj. For C, a lengthn code overA, let
 δ(C) =1
 nd2(C), R(C) =
 1
 nln | C | and
 R(M, δ) = limn→∞
 sup |C|≥n
 δ(C)≥δR(C) (2.4)
 d2(C) is the minimum squared Euclidean distance(MSED) of the code. The asymp-
 totic upper boundRU(M, δ) onR(C) is given in terms of a probability distributionβ =
 (β0, β1, · · · , βM−1), by
 RU(M, δ) = ln(M) −H(β) and δ = βSβT (2.5)
 whereH(β) = −ΣM−1i=0 βi ln(βi)
 Proof: The proof is essentially same as that of Piret, [46]. We give below the minor ad-
 justments that are needed in the initial part of Piret’s proof to make it valid for codes over
 distance-uniform signal sets:
 Let{s0, s1, ..., sM−1} be the signal setS, and let the ordered vectord = (d(0), d(1), ..., d(M−1)) denote the Euclidean distance profile ofS from s0. Let Φr, r = 0, 1, ...,M − 1, be a
 permutation onS such thatΦr(sr) = s0 andΦr(su) = sv, u, v = 1, 2, ...,M − 1, where
 the squared Euclidean distance betweensr andsu is d2(v). Such a permutation exists since
 S is distance-uniform. For anyx = (x1, x2, ..., xn) andy = (y1, ..., yn) ∈ Sn, define
 Φy(x) = (Φy1(x1), ...,Φyn(xn)) and callb(x) = (b0(x), b1(x), ..., bM−1(x)), wherebr(x)
 denotes the number of coordinates inx that are equal tosr, as in [46], the composition of
 x. For an arbitraryu ∈ Sn and a specified compositionb = (b0, b1, ..., bM−1) denote by
 B − b(u) the set of allx ∈ Sn for which composition ofΦu(x) = b.
 These points replace the arguments used in [46] forPSK with cyclic group structure. Also,
 lemmas (4.1) and (4.2) in [46], which are specifically for PSKsignal sets can be replaced
 by the following two lemmas to make the proof valid for codes over any distance-uniform
 signal set.�
 Lemma 2.1.1 βti = βi ∀i = 0, 1, 2, · · · ,M − 1, t = 1, 2, · · · , n, whereβt
 i is the nor-
 malized number of occurrences of thei-th symbol in thet-th co-ordinate asn tends to
 ∞.
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 Proof: The normalized number of occurrences ofi - th symbol from amongM possible
 symbols is
 bi =Ni
 ∑M−1j=0 Nj
 (2.6)
 whereNi indicates the number of times thei-th symbol occurs. The normalized number
 of occurrences of thei-th symbol in thet-th co-ordinatebti is obtained as
 bti =
 (
 (∑M−1
 j=0 Nj − 1)!)
 /(∏M−1
 j=0,j 6=iNj !)
 (∑M−1
 j=0 Nj
 )
 !/(∏M−1
 k=0,k 6=iNk!) (2.7)
 The above equation can be simplified to obtain the following result
 bti =Ni
 ∑Q−1j=0 Nj
 = bi (2.8)
 Therefore the number of occurrences of any symbol at any co-ordinate is same. Asn→ ∞,
 we havebr tends toβr andbtr tends toβtr. Hence we haveβt
 r = βr. �
 Lemma 2.1.2 For n→ ∞ theQ-tuplesβj satisfy
 n∑
 t=1
 β(t)Sβ(t)T = n(βSβT ) (2.9)
 Proof: Follows from lemma(2.1.1).�
 In the following three theorems we obtain the optimum distribution that gives the tightest
 bound for simplex, Hamming spaces and biorthogonal signal sets respectively.
 Theorem 2.2 (Simplex signal sets): The distributionβ = (β0, β1, β2, · · · , βM−1) that
 gives the best bound for codes overM-ary simplex signal set is given by
 βr =1
 M
 [
 1 −√
 1 −Mδ
 K(M − 1)
 ]
 , r = 1, . . . ,M − 1 (2.10)
 whereK is the squared Euclidean distance between any two signal points. Moreover for
 all values ofq the asymptotic Elias bound given in equation(2.1), can be obtained from this
 bound.
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 Proof: For simplex signal sets, the squared Euclidean distance between any two signal
 points is the same. LetK denote this squared Euclidean distance,i.e.,
 d2(i, j) = 0 if i = j
 = K (a constant), if i 6= j, (2.11)
 i, j = 0, 1, 2, · · · ,M − 1
 then
 S =
 0 K K . . . K K
 K 0 K . . . K K...
 .... . .
 ......
 ...
 K K K . . . 0 K
 K K K . . . K 0
 (2.12)
 Let β = (β0, β1, . . . , βM−1) be any probability distribution. We find the best distribution
 by using Lagrange multipliers. Let
 Φ(β, λ) = H(β) − λ[δ − βSβT
 ]
 = H(β) − λ
 [
 δ −KM−1∑
 i=0
 M−1∑
 j=0,j 6=i
 βiβj
 ]
 (2.13)
 Here note thatH(β) is concave function. Also note that we can show that the quadratic
 form βSβT is also concave. Therefore the extremal point of the Lagrangian gives the
 optimal distribution, [4]. Using∑M−1
 i=0 βi = 1 in the inner summation, the above becomes
 Φ(β, λ) = H(β) − λ
 [
 δ −K
 {M−1∑
 i=0
 βi(1 − βi)
 }]
 (2.14)
 Now for r = 1, 2, . . . ,M − 1, we have
 ∂Φ(β, λ)
 ∂βr
 = 1 − log(βr) − 1
 + log(β0) +Kλ [1 − 2βr − 1 + 2β0]
 = log β0 − log βr + 2Kλ(β0 − βr).
 (2.15)
 Now the solution of the equation∂Φ(β, λ)
 ∂βr= 0 (2.16)
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 for βr will be the same for allr = 1, 2, . . . ,M − 1, since the form of the equation(2.15)
 is same for allr = 1, 2, . . . ,M − 1. Let p be the solution of equation(2.16),i.e., βr = p,
 for all r = 1, 2, . . . ,M − 1. Now substitutingβr = p in equation(2.14) and taking partial
 derivative w.r.tλ we get
 δ = K
 2β0(1 − β0) +
 M−1∑
 i=1
 M−1∑
 j=1
 j 6=i
 p2
 = 2K [{1 − (M − 1)p} (M − 1)p] +
 +K(M − 1)(M − 2)p2
 (2.17)
 which is the same as the quadratic equation
 KM(M − 1)p2 − 2K(M − 1)p+ δ = 0 (2.18)
 The solutions of the quadratic equation after simplification are
 1
 M
 [
 1+−√
 1 − δ
 Kθ
 ]
 (2.19)
 whereθ = (M−1)M
 . It can be checked that,H(β) is minimum for
 β = {1 −[
 θ −√
 θ2 − δθ
 K
 ]
 ,1
 M
 [
 1 −√
 1 − δ
 Kθ
 ]
 ,
 . . . ,1
 M
 [
 1 −√
 1 − δ
 Kθ
 ]
 }(2.20)
 For the above distribution
 lnM −H(β) = lnM + β0 ln β0 + (M − 1)βr lnβr (2.21)
 Changing the base of the logarithm toM , the above expression becomes,
 1 −HM
 (
 θ −√
 θ2 − θδ
 K
 )
 (2.22)
 SubstitutingδH = δ/K in equation(2.22) we get
 1 −HM
 (
 θ −√
 θ(θ − δH))
 (2.23)
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 which is the same as the classical asymptotic Elias bound. Itremains to show that the range
 for δH on the Elias bound is0 ≤ δH < (M − 1)/M . With the substitutionδH = δ/K,
 the range forδ becomes0 ≤ δ < Kθ. ChoosingK = 2/θ and hence the range forδ is
 0 ≤ δ < 2 consistent with Theorem 2.1.
 The substitution given byK = 2M/M − 1 and δ = δ/K, can be combined to obtain
 the relation between normalized squared Euclidean distance in the extended bound and the
 normalized Hamming distance in Elias bound as
 δ
 [(M − 1)
 2M
 ]
 = δH (2.24)
 The termM−12M
 is the factor by which the plot of Elias bound can be obtained from the plot
 of the bound of Theorem 2.2.�
 Example 2.1 Figure(2.1) shows binary, ternary and quaternary simplex signal sets on a
 unit radius sphere. Figure(2.2) shows the classicalElias bound (with natural logarithm)
 for simplex signal set of size2, 3 and4 and the corresponding bounds for Euclidean dis-
 tance.
 TERNARY (M=3)BINARY (M=2) QUARTERNARY (M=4)
 Figure 2.1: Binary, ternary and quaternary simplex signal sets.
 Theorem 2.3 (Hamming spaces):Let A be a signal set which is anm-th order q-ary
 Hamming space. Then
 RU(qm, δ) = m
 (
 1 −Hq
 (
 θ −√
 θ2 − θδ
 K
 ))
 (2.25)
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 whereθ = (q−1)q
 andK is the squared Euclidean distance between any two points differing
 in only one position in the label.
 Proof: SinceA is anm-th order q-ary Hamming spaceA hasqm points. LetA′ be a subset
 such that the elements ofA′ differ only in one fixed coordinate.A′ is a simplex signal set
 consisting ofq signal points. Codes of lengthn overA can be considered as codes of length
 mn overA′. Hence we have
 RU(qm, δ) = mRU (q, δ) (2.26)
 Note thatA′ is a simplex signal set consisting ofq points. HenceRU (q, δ) is given by
 Theorem 2.2.�
 Observe that a simplex signal set withM points is a first orderM-ary Hamming space. In
 this sense Theorem 2.3 is a generalization of Theorem 2.2.
 Corollary 2.3.1 For N-dimensional cube, the extended Piret’s bound is given by
 RU(2N , δ) = N
 (
 1 −H2
 (
 1
 2− 1
 2
 √
 1 − δ
 2
 ))
 (2.27)
 Proof: Straightforward application of Theorem 2.3.�
 Example 2.2 The 3-dimensional cube shown in Figure 2.3 is a third order binary Ham-
 ming space with labeling as shown. The bound for this cube is given by
 RU(8, δ) = 3
 (
 1 −H2
 (
 1
 2− 1
 2
 √
 1 − δ
 2
 ))
 (2.28)
 Theorem 2.4 (Biorthogonal signal sets):The optimum distributionβ = (β0, β1, β2, · · · , βM−1)
 giving the tightest bound for codes over biorthogonal signal set is given in terms of a pa-
 rameterµ > 0, as
 βr(µ) =e−µd2(r)
 ∑M−1s=0 e−µd2(s)
 r = 0, 1, 2, · · · ,M − 1, (2.29)
 whered2(r) is the squared Euclidean distance between0 th point and therth point of the
 M point biorthogonal signal set.
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 Proof: The squared Euclidean distance profile of aM point biorthogonal signal set is as
 follows
 d2(r) = 0 if r = 0
 = K (a constant), if r 6= 0 and r 6= M
 2
 = 2K if r =M
 2(2.30)
 S =
 0 K K ... K 2K K ... KK 0 K ... K K 2K ... K...
 ......
 ......
 ......
 ......
 2K K K ... K 0 K ... K...
 ......
 ......
 ......
 ......
 K K K ... 2K K K ... 0
 (2.31)
 HereS is a circulant matrix.Therefore the second row of theS matrix is obtained by circu-
 larly shifting the first row to the right once. All theM rows of theS matrix can be obtained
 similarly.
 Let β = (β0, β1, . . . , βM−1) be any probability distribution. We find the best bound using
 Lagrange multipliers. Consider the Lagrangian
 Φ(β, λ) = H(β) − λ[δ − βSβT
 ]
 = H(β) − λ
 [
 δ −M−1∑
 i=0
 M−1∑
 j=0,j 6=i
 βisijβj
 ]
 (2.32)
 Hereβr will be the same for{r = 1, 2, . . . , M2− 1, M
 2+ 1, . . . ,M − 1}. Hence we have to
 find the optimum values forβ1 andβM2
 . These correspond to
 ∂Φ(β, λ)
 ∂β1= log(β0) − log(β1) + 2Kλβ0 − 2KλβM
 2(2.33)
 and∂Φ(β, λ)
 ∂βM2
 = log(β0) − log(βM2) + 4Kλβ0 − 4KλβM
 2(2.34)
 Equating (2.33) and (2.34) to zero and simplifying we get
 β0βM2
 = β21 (2.35)
 It is easily verified that
 βr(µ) =e−µd2(r)
 ∑M−1s=0 e−µd2(s)
 r = 0, 1, 2, · · · ,M − 1 (2.36)
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 constitute a solution of the equation(2.35) with parameterµ.
 Also note thatH(β) is a concave function inβ. For biorthogonal signal sets theS matrix
 is circulant as given above. We verify whether the quadraticform βSβ is concave. From
 [4] we know that the quadratic form is concave if all the eigenvalues except the largest
 eigenvalues ofS are non-positive. This we verify as follows: Them-th eigenvalueηm
 of the circulant matrixS can be expressed as, [13],ηm =∑M−1
 i=0 sie(j 2πmi
 M), where(s0 =
 0, s1 = K, s2 = K, . . . , sM2
 = 2K, . . . , sM−1 = K) forms the first row of theS matrix.
 Whenm = 0 we see thatη0 is the sum of the first row ofS.
 1. In the first row ofS matrix there are equal number ofK on either side of theM2
 - th
 location andsM2
 = 2K.
 2. Consider the eigenvalueηm whenm is odd. Obtainηm using discrete Fourier trans-
 form of the first row ofS matrix, i.e, ηm =∑M−1
 i=0 sie(j 2πmi
 M). The expression
 e(j2πmM
 M2
 ) can be simplified toe(jπm) = −1. Therefore theM2
 -th term in the dis-
 crete Fourier transform sum forηm is −1sM2
 = −2K. The first term of the first row
 of S, i.e.,s0 is zero. Therefore it does not contribute to the discrete Fourier transform
 sum. The termssi andsi+ M2
 , wherei < M2
 , sum to zero for every suchi. This can be
 seen as follows:si+ M2
 is e(j2πmM
 (i+ M2
 )). Simplifying we getsi+ M2
 equals to−1e(j2πmi
 M).
 Thereforesi+ M2
 is equal to−1si.
 Hence in the discrete Fourier transform sum of all terms except except the term as-
 sociated withsM2
 is equal to zero. Therefore form odd the sum is−2K and hence
 the eigenvalues are non positive form odd.
 3. Consider the eigenvalueηm for m even. The expressione(j2πmM
 M2
 ) simplifies to
 e(jπm) = 1. The M2
 -th term in the discrete Fourier transform sum issM2
 which is
 equal to2K. The terms0 of the first row ofS is zero. Therefore it does not con-
 tribute to the discrete Fourier transform sum. The termssi andsi+ M2
 for i < M2
 can
 be shown to sum to zero. Fori < M2si = si+ M
 2andsi+ M
 2= e(j
 2πmM
 (i+ M2
 )) is equal
 to e(j2πmi
 M). Thereforeηm for m even is equal to2K
 ∑M2
 i=0 e(j 2πmi
 M) − 2K + 2k. But
 ∑M2
 i=0 e(j 2πmi
 M) is the sum ofM
 2terms of a geometric series whose common ratio is
 e(j2πmM
 ). The sum of theseM2
 terms is zero. Therefore form even the discrete Fourier
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 transform coefficients are zero. Hence the eigenvalues are zero for evenm.
 Therefore all the secondary eigenvalues are non positive and the primary eigenvalue equals
 the sum of the elements of the first row. This shows that the quadratic formβSβT is a
 concave function. Therefore the the Lagrangian is a concavefunction and the extremal
 point given by equation(2.36) gives an optimal distribution. �
 Example 2.3 Consider the biorthogonal signal set forM = 4. Biorthogonal signal with
 M = 4 is same as4 − PSK signal set (Figure 2.4). The optimum distribution achieving
 the tightest bound is given by following equations
 β1(µ) =e−2µ
 ∑3s=0 e
 −µd2(s), β2(µ) =
 e−4µ
 ∑3s=0 e
 −µd2(s)
 β3(µ) = β1(µ), β0(µ) = 1 − 2β1(µ) − β2(µ)
 (2.37)
 The above distribution for4-PSK signal set is same as optimal distribution conjectured
 by Piret forPSK signal sets. TheEEUB for 4-point biorthogonal signal set is shown in
 Figure 2.5. In Figure 2.5RUB for biorthogonal signal sets is plotted for different values
 ofM . First curve from the bottom is forM = 4 and the top curve is forM = 128
 2.2.1 Piret’s Conjecture for codes over5-PSK signal sets
 Piret has obtained both asymptotic lower and upper bounds for codes over symmetricPSK
 signal sets. Both the bounds are obtained in terms of a probability distribution. However,
 for lower bound the distribution giving the best lower boundis obtained whereas, as men-
 tioned in the previous section, the distribution giving thebest upper bound is not given but
 it is conjectured that the distribution which gives the optimum lower bound also gives the
 best upper bound. For5-PSK we check the conjecture.
 Piret’s Lower Bound:
 LetA be aM point uniform signal set with Euclidean distance distribution
 {d(r), r = 0, 1, . . . ,M − 1}. ForC, a lengthn code overS, let
 δ(C) =1
 nd2(C)
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 R(C) =1
 nln | C |
 R(M, δ) = limn→∞
 sup |C|≥n
 δ(C)≥δR(C) (2.38)
 whered2(C) is theMSED of C andR(C) is the rate of the code. Then a lower bound
 RL(M, δ) onR(C) is given in terms of a parameterµ by
 RL(M, δ) = lnM −H(β(µ)) 0 ≤ δ ≤ 2 (2.39)
 whereβ(µ) is the distribution{βr, r = 0, 1, . . . ,M − 1} is given by
 βr(µ) =e−µd2(r)
 ∑M−1s=0 e−µd2(s)
 (2.40)
 δ =M−1∑
 s=0
 βs(µ)d2(s) (2.41)
 Note that bound is not given in terms of an arbitrary distribution-instead the distribution
 given above is optimum for the lower bound. The Equation 2.39is counterpart of the
 equation for the upper bound (Equation 2.5). Piret conjectures that the distribution given in
 equation(2.40) is the optimum distribution for the upper bound also.
 If Piret’s conjecture was true then the distribution given in equation(2.40) should satisfy the
 set of equations to get the optimal distribution for5−PSK signal set (Lagrange multiplier
 method is used to get optimum distribution). The distance distribution matrixS is given by
 S =
 0 a b b a
 a 0 a b b
 b a 0 a b
 b b a 0 a
 a b b a 0
 (2.42)
 Here note thatS matrix is circulant. Therefore using the same approach as inBerlekamp[4]
 we can show that the quadraticβSβT is a function (we use the result in [13] to obtain the
 eigenvalues).H(β) is a concave function. Therefore the extremal point of the Lagrangian
 is an optimal solution.
 Φ(β, λ) = H(β) − λ[δ − βSβT
 ]
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 = H(β) − λ
 [
 δ −4∑
 i=0
 4∑
 j=0,j 6=i
 βisijβj
 ]
 (2.43)
 wheresij is of the form4sin2 [(i− j)π/M ]. Now for r = 1, 2 we obtain the partial deriva-
 tives,
 ∂Φ(β, λ)
 ∂βr
 = log(β0) − log(βr) − 2λ4∑
 j=1
 s0,jβj+
 2λ
 4∑
 j=0,j 6=r
 sr,jβj
 (2.44)
 Since the above expression is identical forr = 1, 4 andr = 2, 3 we haveβ1 = β4 and
 β2 = β3. Takingr = 1 we solve forλ in terms ofβ1 andβ2.
 λ =log β1 − log β0
 2(a+ (b− 4a)β1 − (a+ b)β2)(2.45)
 wherea = 4sin2(π/5) and b = 4sin2(2π/5). From the optimal distribution for lower
 bound ([46]) we haveβ1 = β0e−µa andβ2 = β0e
 −µb. Substituting forβ1 andβ2 in the
 equation(2.45) we get
 λ =−µa
 2(a+ (b− 4a)β0eµa − (a + b)β0e−µb)(2.46)
 The partial derivative of the Lagrangian forr = 2 is
 log β0 − log β2 + 2λ [b− (a + b)β1 + (a− 4b)β2] (2.47)
 Substituting forλ, β1 andβ2 in equation(2.47) we get the following
 b− a
 [b− (a+ b)β0e
 −(µa) + (a− 4b)β0e−(µb)
 ]
 [a+ (b− 4a)β0e−(µa) − (a+ b)β0e−(µb)]= 0 (2.48)
 Simplifying these equations we get
 b
 a=
 [−(a+ b)β0e
 −(µa) + (a− 4b)β0e−(µb)
 ]
 [(b− 4a)β0e−(µa) − (a+ b)β0e−(µb)](2.49)
 The right hand side of the above equation was computed by varying µ (hereµ is any non-
 negative real number). The right hand side was equal to2.6180 for every value ofµ. This
 is same asba. Therefore we conclude that Piret’s conjecture for5-PSK is correct.
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 2.3 Discussions
 The known upper bounds [46] and [20], respectively, on the normalized rate of a code
 over symmetricPSK signal set for a specifiedNSED and of a code over any signal set
 constituting a group for a general distance function are shown to be valid for codes over
 any distance-uniform signal set. In general, the tightnessof these bounds depends on a
 choice of a probability distribution. The optimum distribution for the cases (i) simplex (ii)
 Hamming spaces and (iii) biorthogonal signal sets leading to tightest bounds are obtained.
 The classical asymptotic Elias bound is shown to be same as the bound of this chapter
 for codes over simplex signal sets with the optimum distribution obtained. In chapter(3)
 we attempt to get best bounds for codes over several signal sets which include signal sets
 matched to specific groups, like dihedral, quaternion, dicyclic groups etc.
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 0
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 Figure 2.4: Biorthogonal Signal Set withM = 4. This is same as4-PSK with points uniformly
 distributed on the unit circle
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 Figure 2.5: The extended upper bounds forM -point biorthogonal signal set.
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Chapter 3
 Extended Elias Upper Bound (EEUB)
 for Euclidean Space Codes over Certain
 2-, 3-, 4-Dimensional Signal Sets
 1
 3.1 Introduction
 The extended Elias upper of distance uniform signal sets obtained in theorem(2.1) depends
 on a probability distribution function. For codes over simplex (theorem(2.2)and biorthog-
 onal signal sets (theorem(2.4) we found probability distribution function that achieves the
 bestEEUB. In this chapter we study theEEUB of codes over signal sets in two di-
 mensional spaces, three dimensional spaces, four dimensional spaces andn-dimensional
 spaces. We obtain a probability distribution that achievesthe tightestEEUB for codes
 over several signal sets in multidimensions and compare thebounds based on the normal-
 ized rate per two dimensions.
 We call a distribution that obtains the best bound as an optimal distribution. In the fol-
 lowing section we obtain optimum distributions for Euclidean space codes over signal sets
 matched to the binary tetrahedral group, the binary octahedral group, the binary icosahe-
 dral group, n-dimensional cube and biorthogonal signal set. Also an optimum distribution
 1A part of the results of this chapter is available in [68]
 28
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 was obtained for specific cardinalities of Euclidean space codes matched to dihedral group,
 dicyclic group, double prism group and finite unitary groups. We also obtain an optimum
 distribution for codes over Slepian signal sets, [53], in five and six dimensions.
 The remaining part of this chapter is organized as follows:
 • In section(2) we discuss the method to arrive at an optimum distribution for Euclidean
 space codes over distance uniform signal sets. We also show that the quadratic form
 βSβT is concave for all signal sets having elements of equal energy. Further we also
 prove that distance uniform signal sets are signal sets having all elements with equal
 energy.
 • In section(3) we compute an optimum distribution for Euclidean space codes over
 several distance uniform signal sets. We also compare the signal sets based on the
 normalized spectral rate.
 • In section(4) we conclude the chapter.
 3.2 Optimum Distribution for Euclidean Space Codes
 over Distance Uniform Signal Sets
 Let β = (β0, β1, . . . , βM−1) be any probability distribution. We find the best distribution
 by using Lagrange multipliers. Let (using equation(2.1))
 Φ(β, λ) = H(β) − λ[δ − βSβT
 ]
 = H(β) − λ
 [
 δ −M−1∑
 i=0
 M−1∑
 j=0,j 6=i
 βisi,jβj
 ]
 (3.1)
 wheresi,j is the squared Euclidean distance between thei-th element andj-th element of
 the signal set.
 In the above equationH(β) is a concave function ofβ i.e., an inverted cup shaped function
 andβSβT is a quadratic form inβ. If βSβT is also a concave function ofβ then
 H(β) + λβSβT (3.2)
 is a concave function forλ ≥ 0 [22]. Affine combinations of concave functions is also
 concave if the coefficients are positive, i.e. in this case wewantλ ≥ 0.
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 Now we have to look for conditions forβSβT to be concave. The structure ofS matrix can
 be used to obtain these conditions. In generalS is a symmetric matrix with positive entries
 and the rows ofS are obtained by some permutation of the first row.
 • TheS matrix is a symmetric matrix with positive entries such thateach row ofS is
 some permutation of the first row. In this case, we don’t have aclosed form expres-
 sion for the eigenvalues ofS in general. The eigenvectors ofS are orthonormal [49]
 (sinceS is a symmetric matrix). Therefore we compute the eigenvalues and eigenvec-
 tor of theS matrix. For the quadratic form to be concave we need all the eigenvalues
 except the largest to be non-positive and the sum of each eigenvector except the one
 associated with the largest eigenvalue be zero. Note that for any(M×M) symmetric
 matrix we can get a set ofM eigenvectors such that they orthonormal [49].
 • For Euclidean space codes over certain signal sets theS matrix will be circulant ma-
 trix. Examples of such signal sets include simplex and biorthogonal signal sets. The
 S matrix is a symmetric circulant matrix with the first row(s0, s1, . . . , sM−1). Then
 the eigenvector matrix ofS is the discrete Fourier transform matrix [13], [49]. Then
 from [2], [4] (page number320) βSβT is a concave function if all the eigenvalues
 except the largest eigenvalue are non-positive. In the caseof symmetric circulantS
 matrix then the eigenvalues,ηm, of S are given by [13],ηm =∑M−1
 i=0 sie(j 2πmi
 M).
 Taking partial derivatives of the Lagrange multiplier equation w.r.tβ0, β1, β2, . . . , βM−1 we
 can obtain the extremal points.
 ∂Φ(β, λ)
 ∂βr=
 ∂
 ∂βrH(β) + λ
 ∂
 ∂βr
 (M−1∑
 i=0
 M−1∑
 j=0,j 6=i
 βisi,jβj
 )
 (3.3)
 The extremal points correspond to the maximum ofΦ(β, λ) if Φ(β, λ) is a concave func-
 tion.
 Simplifying the equation(3.3) and using the condition thatβ0 = 1 −∑M−1
 i=1 βi we get
 ∂Φ(β, λ)
 ∂βr= log(β0) − log(βr) − 2λ
 M−1∑
 j=1
 s0,jβj + 2λ
 M−1∑
 j=0,j 6=r
 sr,jβj (3.4)
 As these are a set of nonlinear equations they are not amenable for direct solution. There-
 fore we assume a solution and verify whether it satisfies the set of equations represented by
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 equation(3.3). In other words we check whether the assumed solution is an extremal point
 of the Lagrangian. Further based on the structure ofS matrix we can conclude whether the
 Lagrangian is a concave function inβ. If the Lagrangian is a concave function then aβ
 which is an extremal point turns out to be an optimal solution.
 We verify whether the following distribution is an extremalpoint of the Lagrangian
 βr(µ) =e−µd2(r)
 ∑M−1s=0 e−µd2(s)
 r = 0, 1, 2, · · · ,M − 1 (3.5)
 whered2(r) is the squared Euclidean distance between0 th point and therth point of theM
 point signal set. It turns out that the above is an optimal distribution for several Euclidean
 space codes over distance uniform signal sets. These include Euclidean space codes that
 are matched to
 • the binary tetrahedral group, the binary octahedral group,the binary icosahedral
 group, n-dimensional cube and biorthogonal signal set.
 • specific cardinalities of Euclidean space codes over finite unitary groups, cyclic group,
 dihedral group and dicyclic group.
 • Slepian signal sets in five and six dimensions[53].
 Also optimum distribution depends only on the distance distribution of the signal set and
 parameterµ.
 In short to conclude whether equation(3.5) is an optimum distribution we check for the
 following:
 • check whetherβSβT is a concave function inβ.
 • check whether equation(3.5) is an extremal point of the Lagrangian, .i.e. a solution
 of the equation(3.3).
 In the next section we describe several distance uniform signal sets and check whether
 equation(3.5) gives an optimum distribution for Euclideanspace codes over these signal
 sets. Further we compare their performance based on the normalized rate per two dimen-
 sions.
 To illustrate we obtain an optimumβ for codes over biorthogonal signal sets.
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 3.2.1 Euclidean Space Codes over Biorthogonal Signal Sets
 Consider codes over biorthogonal signal set The squared Euclidean distance profile of aM
 point biorthogonal signal set is as follows
 d2(r) = 0 if r = 0
 = K (a constant), if r 6= 0 and r 6= M
 2
 = 2K if r =M
 2(3.6)
 S =
 0 K K ... K 2K K ... KK 0 K ... K K 2K ... K...
 ......
 ......
 ......
 ......
 2K K K ... K 0 K ... K...
 ......
 ......
 ......
 ......
 K K K ... 2K K K ... 0
 (3.7)
 HereS is a positive symmetric circulant matrix.Therefore the second row of theS matrix is
 obtained by circularly shifting the first row to the right once. All theM rows of theS matrix
 can be obtained similarly. The eigenvector matrix is the discrete Fourier transform matrix.
 The quadratic formβSβT represents a concave function if all the eigenvalues exceptthe
 largest eigenvalue is non-positive [4]. The largest eigenvalue is given by sum of the first
 row of theS matrix ([13]) and therefore positive. All we need to do now isto verify whether
 the other eigenvaluesS are non-positive. This can be seen as follows ([13]):
 Them-th eigenvalueηm of the circulant matrixS can be expressed asηm =∑M−1
 i=0 sie(j 2πmi
 M),
 where(s0 = 0, s1 = K, s2 = K, . . . , sM2
 = 2K, . . . , sM−1 = K) forms the first row of the
 S matrix. Whenm = 0 we see thatη0 is the sum of the first row ofS.
 1. In the first row ofS matrix there are equal number ofK on either side of theM2
 - th
 location andsM2
 = 2K.
 2. Consider the eigenvalueηm whenm is odd. Obtainηm using discrete Fourier trans-
 form of the first row ofS matrix, i.e, ηm =∑M−1
 i=0 sie(j 2πmi
 M). The expression
 e(j2πmM
 M2
 ) can be simplified toe(jπm) = −1. Therefore theM2
 -th term in the dis-
 crete Fourier transform sum forηm is −1sM2
 = −2K. The first term of the first row
 of S, i.e.,s0 is zero. Therefore it does not contribute to the discrete Fourier transform
 sum. The termssi andsi+ M2
 , wherei < M2
 , sum to zero for every suchi. This can be
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 seen as follows:si+ M2
 is e(j2πmM
 (i+ M2
 )). Simplifying we getsi+ M2
 equals to−1e(j2πmi
 M).
 Thereforesi+ M2
 is equal to−1si.
 Hence in the discrete Fourier transform sum of all terms except except the term as-
 sociated withsM2
 is equal to zero. Therefore form odd the sum is−2K and hence
 the eigenvalues are non positive form odd.
 3. Consider the eigenvalueηm for m even. The expressione(j2πmM
 M2
 ) simplifies to
 e(jπm) = 1. The M2
 -th term in the discrete Fourier transform sum issM2
 which is
 equal to2K. The terms0 of the first row ofS is zero. Therefore it does not con-
 tribute to the discrete Fourier transform sum. The termssi andsi+ M2
 for i < M2
 can
 be shown to sum to zero. Fori < M2si = si+ M
 2andsi+ M
 2= e(j
 2πmM
 (i+ M2
 )) is equal
 to e(j2πmi
 M). Thereforeηm for m even is equal to2K
 ∑M2
 i=0 e(j 2πmi
 M) − 2K + 2k. But
 ∑M2
 i=0 e(j 2πmi
 M) is the sum ofM
 2terms of a geometric series whose common ratio is
 e(j2πmM
 ). The sum of theseM2
 terms is zero. Therefore form even the discrete Fourier
 transform coefficients are zero. Hence the eigenvalues are zero for evenm.
 Therefore all the secondary eigenvalues are non positive and the primary eigenvalue equals
 the sum of the elements of the first row. This shows that the quadratic formβSβT is a
 concave function.
 Next is to find aβ = (β0, β1, . . . , βM−1) which is an extremal point of the Lagrangian. We
 find the extremal point by solving the first derivative of the Lagrangian. Let
 Φ(β, λ) = H(β) − λ[δ − βSβT
 ]
 = H(β) − λ
 [
 δ −M−1∑
 i=0
 M−1∑
 j=0,j 6=i
 βisijβj
 ]
 (3.8)
 Hereβr will be the same for{r = 1, 2, . . . , M2− 1, M
 2+ 1, . . . ,M − 1}. Hence we have to
 find the optimum values forβ1 andβM2
 . These correspond to
 ∂Φ(β, λ)
 ∂β1= log(β0) − log(β1) + 2Kλβ0 − 2KλβM
 2(3.9)
 and∂Φ(β, λ)
 ∂βM2
 = log(β0) − log(βM2) + 4Kλβ0 − 4KλβM
 2(3.10)
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 Equating (3.9) and (3.10) to zero and simplifying we get
 β0βM2
 = β21 (3.11)
 It can be easily verified that
 βr(µ) =e−µd2(r)
 ∑M−1s=0 e−µd2(s)
 r = 0, 1, 2, · · · ,M − 1 (3.12)
 constitute a solution of the equation(3.11) with parameterµ. Thus we have obtained an
 optimal distribution for Euclidean space codes over biorthogonal signal sets.�
 3.2.2 Signal Sets of Equal Energy
 In section(3.2.1) we showed that if theS matrix is circulant we can obtain closed form
 expressions for conditions under whichβSβT is concave. When theS matrix is symmetric
 with positive entries it is hard to obtain general conditions on concavity of the quadratic
 form βSβT . In generalS matrix is Therefore we study signal sets where all elements of
 the signal set have equal energy. For signal sets with equal energy we verify whether the
 quadratic form is concave. We also show that the class of distance uniform signal sets are
 equal energy signal sets.
 Proposition 3.0.1 The quadraticβSβT is concave ifS is the distance distribution matrix
 of a signal set with all elements having equal energy.
 Proof: Consider a signal set of cardinalityM with equal energy. Let us assume that the
 energy has been normalized and is equal to one. Here the distance betweeni-th element
 and thej-th element of the signal set ((i, j)-th entry ofS matrix) is equal to(2− 2〈si, sj〉),where〈si, sj〉 is the correlation between thei-th element and thej-th element of the signal
 set. Therefore the distance distribution matrix can be written as
 S =
 2 2 . . . 2
 2 2 . . . 2...
 .... . .
 ...
 2 2 . . . 2
 − 2
 1 ρ12 . . . ρ1M
 ρ21 1 . . . ρ2M
 ......
 . . ....
 ρM1 ρM2 . . . 1
 (3.13)
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 Here the first matrix on the right side of the above equation with all entries as2 is a circulant
 matrix. It can be easily verified that the only non zero eigenvalue is positive. The eigen-
 vectors of the matrix with all entries as2 are orthonormal. The sum of components of the
 eigenvector associated with the largest eigenvalue alone is nonzero. All the other secondary
 eigenvalues are zero and the sum of the components of each eigenvector associated with
 the secondary eigenvalues is zero. These follow the properties of circulant matrices [13].
 The second matrix on the right side of the above equation is the correlation matrix. The
 correlation matrix is a symmetric positive semi definite [52]. Therefore the eigenvalues are
 greater than or equal to zero. Also, the eigenvectors of correlation matrix are orthonormal
 [49].
 Let e be an eigenvector ofS matrix. Then
 Se =
 2 2 . . . 2
 2 2 . . . 2...
 .... . .
 ...
 2 2 . . . 2
 e− 2
 1 ρ12 . . . ρ1M
 ρ21 1 . . . ρ2M
 ......
 . . ....
 ρM1 ρM2 . . . 1
 e (3.14)
 Se = ηSe = (η2 − ηCorr)e (3.15)
 wheree is an eigenvector ofS, ηS is an eigenvalue ofS, η2 is an eigenvector of the matrix
 with all entries as2 andηCorr is an eigenvalue of the correlation matrix. All the secondary
 eigenvalues of the matrix with all entries as2 are zero. Therefore the secondary eigenvalues
 of S are non positive as all the eigenvalues of correlation matrix are positive or zero.
 Hence the quadraticβSβT is concave for signal sets having all elements are at the same
 distance from origin (signal sets with all elements of the set having the same energy).�
 This class where all the elements of signal set are at the samedistance from the origin in-
 clude the signal sets matched to dihedral group (both symmetric and asymmetricPSK),
 Massey Signal set, dicyclic group, binary tetrahedral group, binary octahedral group, bi-
 nary icosahedral group, then dimensional cube and the double prism. Slepian signal sets
 also have signal points which are at the same distance from the origin. We also consider
 examples of signal sets matched to finite unitary groups of Type(I), Type(II), Type(III),
 Type(IV), Type(V), Type(VI) and Type(VII). In all these cases elements of the signal set
 have same energy [79]. Therefore for all these signal setsβSβT is concave.
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 Proposition 3.0.2 If the signal set is distance uniform then all elements of thesignal set
 have equal energy.
 Proof: Consider a distance uniform signal setS = {s0, s1, s2, . . . , sM−1}, with M points
 in a finitep dimensional space. Consider the situation where∑i=M−1
 i=0 si is equal to zero.
 If the∑i=M−1
 i=0 si is not equal to zero it is always possible to translate the signal set by
 a x in thep dimensional space such that the sum of the elements of the translated signal
 set is zero. The translated signal set is also constitutes a distance uniform signal set. Let
 the squared Euclidean distance profile as seen formm andn-th point of the signal set be
 denoted asd2mi andd2
 ni respectively, where0 ≤ i ≤M − 1.
 M−1∑
 i=0
 d2mi =
 M−1∑
 i=0
 (p−1∑
 j=0
 (s2mj + s2
 ij) − 2〈smj , sij〉)
 (3.16)
 =
 M−1∑
 i=0
 (p−1∑
 j=0
 (s2mj + s2
 ij)
 )
 −(
 2〈(M−1∑
 i=0
 si), sm〉)
 (3.17)
 Since(∑M−1
 i=0 si) = 0 we can write the above equation as
 M−1∑
 i=0
 d2mi = M
 p−1∑
 j=0
 s2mj +
 M−1∑
 i=0
 p−1∑
 j=0
 (s2ij) (3.18)
 Similarly for d2ni
 M−1∑
 i=0
 d2ni = M
 p−1∑
 j=0
 s2nj +
 M−1∑
 i=0
 p−1∑
 j=0
 s2ij (3.19)
 For distance uniform signal sets we know that
 M−1∑
 i=0
 d2mi =
 M−1∑
 i=0
 d2ni (3.20)
 Therefore by equating the equation(3.18) and equation(3.19) we get
 M
 p−1∑
 j=0
 s2mj +
 M−1∑
 i=0
 p−1∑
 l=0
 s2il = M
 p−1∑
 j=0
 s2nj +
 M−1∑
 i=0
 p−1∑
 j=0
 s2ij (3.21)
 M
 p−1∑
 j=0
 s2mj = M
 p−1∑
 j=0
 s2nj (3.22)
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 Therefore then-th andm-th element of the signal set are at the same distance from the
 origin. This is true for any element of the signal set. Hence,from the above equations
 it follows that all the signal points are at the same distancefrom the origin for distance
 uniform signal sets. In other words distance uniform signalsets have signal points of equal
 energy.�
 3.3 EEUB of Distance Uniform Signal sets
 In this section we compute theEEUB for a class of distance uniform signal sets based on
 the optimum distribution which achieves the best bound for each signal set.
 3.3.1 Two Dimensional Signal Sets Matched to Group
 Two classes of signal sets in two dimensions matched to groups are those matched to cyclic
 groups (symmetric PSK (SPSK)) and those matched to dihedralgroups (asymmetric PSK
 (APSK)). Several authors have studied codes over APSK signal sets [5], [12] and [25].
 The dihedral groupD2M with 2M elements generated by two of its elementsr ands with
 identity elemente is
 D2M = {risj | rM = s2 = e, ris = sr−i, 0 ≤ i < M, j = 0, 1} (3.23)
 and the group operation can be expressed as
 (ri1sj1)(ri2sj2) = ri1+i2(1−2j1)sj1+j2 (3.24)
 In general, such signal sets are matched toD2M under the mapping
 µ(risj) = e√−1(jπ/M+θ+2πi/M) (3.25)
 whereθ is the angle of symmetry. Figure(3.1) shows the general2M− APSK signal set
 matched toD2M . Figure(3.2) shows theEEUB bound for codes over8-SPSK signal sets
 for seven different angles of asymmetry.
 In the case of both symmetric and asymmetricPSK all points of the signal set are on the
 unit circle and therefore have equal energy. Therefore fromsection(3.2.2) we see that the
 Lagrangian is a concave function. We check whether equation(3.5) satisfies equation(3.3)
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 for signal sets of differentM . Here we can only verify only the result computationally
 for signal sets of different cardinality. For codes symmetric PSK signal set with car-
 dinality four we have shown in example(2.3)we have shown that equation(3.5) satisfies
 equation(3.3).
 Example 3.1 Consider a8 PSK signal set. TheS matrix of symmetric8 PSK is
 0 0.5858 2.0000 3.4142 4.0000 3.4142 2.0000 0.5858
 0.5858 0 0.5858 2.0000 3.4142 4.0000 3.4142 2.0000
 2.0000 0.5858 0 0.5858 2.0000 3.4142 4.0000 3.4142
 3.4142 2.0000 0.5858 0 0.5858 2.0000 3.4142 4.0000
 4.0000 3.4142 2.0000 0.5858 0 0.5858 2.0000 3.4142
 3.4142 4.0000 3.4142 2.0000 0.5858 0 0.5858 2.0000
 2.0000 3.4142 4.0000 3.4142 2.0000 0.5858 0 0.5858
 0.5858 2.0000 3.4142 4.0000 3.4142 2.0000 0.5858 0
 (3.26)
 This is a real symmetric circulant matrix. Therefore the eigenvector matrix is a discrete
 Fourier transform matrix. The largest eigenvalue is positive. We have to check whether the
 other eigenvalues are non-positive. The eigenvalues are[−8−8000016]. Moreover sum of
 any eigenvector except the one associated with the eigenvalue16 is equal to zero. Therefore
 the Lagrangian is a concave function ofβ. We need to check whether the distribution given
 in equation(3.5) is an extremal point. Computationally we see that it is an extremal point.
 Thus we get an optimal distribution.�
 The uppermost curve in the set of curves in figure(3.2) corresponds to8-SPSK and the
 bottom most to8-APSK with angle of asymmetry10o. The intermediate curves correspond
 to values of angle of asymmetry as listed in the figure. We see that equation(3.5) satisfies
 equation(3.3) for8 PSK for all these angles of asymmetry. As the angle of asymmetry
 is increased the curve moves up toward the8-SPSK curve. As the angle of asymmetry is
 increased from0o degrees to40o the curve tends from8-SPSK to4-PSK. This is similar to
 behavior seen in [56] forEGV bound. We conjecture that the behavior ofEEUB must be
 similar forM-PSK in general.
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 r0
 r0
 rM-2rM-2
 s
 rM-1
 M-1r s
 s
 r
 rsr2
 θ
 Figure 3.1:2M -point Asymmetric PSK signal set matched to dihedral group.
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 8−PSK deg0 8−APSK deg408−APSK deg358−APSK deg308−APSK deg258−APSK deg208−APSK deg158−APSK deg10
 Figure 3.2:EEUB for codes over8-APSK for different angles. The top most curve represents8
 PSK. The bottommost curve represents the asymmetricPSK with angle of asymmetry40 degrees.
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 3.3.2 Three-Dimensional Signal Sets Matched to Groups
 Loeliger [37] has discussed a class of three-dimensional signal sets observed by Massey
 with points on a unit sphere matched to cyclic groups with even number of elements which
 we refer as Massey signal sets. Figure(3.3) shows a Massey signal set, with parameterr,
 matched to a cyclic group with eight elements. In general a Massey signal set with2M
 points has its points on two circles parallel to thex − y plane separated by a distance2r
 along thez−axis, with M points on each circle. The points on each circle constitute anM-
 SPSK signal set with oneM-SPSK signal set when projected onto the other circle forming
 anotherM-SPSK signal set which is a rotated version of the other byπ/M . The points
 on each circle are indexed by0, 2, ...,M − 2 and1, 3, ..., 2M − 1 in the anticlockwise di-
 rection. This signal set is matched to the cyclic group of integers modulo2M under the
 canonical map. All the elements of the Massey signal are at the same distance from the
 origin and hence have the same norm.
 In the section(3.3.5) we compare the Massey signal set with eight points with16 point
 dicyclic signal set and three-dimensional cube.
 Example 3.2 Consider an4 point Massey signal set. TheS matrix is as follows
 0 1.8149 1.2800 3.6251 2.5600 3.6251 1.2800 1.8149
 1.8149 0 1.8149 1.2800 3.6251 2.5600 3.6251 1.2800
 1.2800 1.8149 0 1.8149 1.2800 3.6251 2.5600 3.6251
 3.6251 1.2800 1.8149 0 1.8149 1.2800 3.6251 2.5600
 2.5600 3.6251 1.2800 1.8149 0 1.8149 1.2800 3.6251
 3.6251 2.5600 3.6251 1.2800 1.8149 0 1.8149 1.2800
 1.2800 3.6251 2.5600 3.6251 1.2800 1.8149 0 1.8149
 1.8149 1.2800 3.6251 2.5600 3.6251 1.2800 1.8149 0
 (3.27)
 The eigenvalues ofS are [−5.76−5.12−5.12000016]. Here all the secondary eigenvalues
 are non-positive. Also the sum of the each eigenvector is zero for all eigenvectors other than
 the one associated with the largest eigenvalue. Therefore the quadratic form is concave.
 We check whether the distribution represented by equation(3.5) is an extremal point of the
 Lagrangian (check whether it satisfies equation(3.3)). Here we see that it does satisfy the
 equation(3.3).�
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 Consider ForM = 64, Figure(3.4) shows theEEUB bound for several values ofr. From
 Figure(3.4), it is seen that the best bound depends on the normalized distance. Curves
 are plotted forr = 0.6, 0.5, 0.4, 0.3, 0.2, 0.1. All these curves intersect showing that for
 different values of normalized distances differentr gives the best bound on rate.
 0
 1
 2
 3
 4
 5
 6
 7
 Y
 X
 Z
 Figure 3.3:M -point Massey signal set (M = 8).
 3.3.3 Bounds for Four-Dimensional Signal Sets Matched to Groups
 Modulation schemes with four-dimensional signal sets havebeen studied by several authors
 [37], [79], [11], [50]. [26], [48], [64] and [73]. Gresho andLawrence, [26], describe the
 basic theory and implementation for a particular lattice type, four-dimensional signal set,
 which readily lends itself to simple encoding with around1.2dB gain in noise margin over
 the conventional two-dimensional16 pointQAM signaling. Moreover, a four dimensional
 signal set matched to a non-commutative group with7200 signal points has been observed
 to have higher capacity than thePSK limit [37]. In this subsection, we apply theEEUB
 bound for four-dimensional signal sets matched to dicyclic, binary tetrahedral, binary oc-
 tahedral and binary icosahedral groups. The class of signalsets matched to dicyclic groups
 include those matched to the quaternion group and generalized quaternion groups since
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 these two are special cases of dicyclic groups. The groups are simply described in terms of
 the quaternions as follows. The elements of the set
 H = {σ = ae+ bj + ck + dl | a, b, c, d ∈ R, a2 + b2 + c2 + d2 = 1} (3.28)
 whereR denotes the field of real numbers ande, j, j, k and l are the vectors satisfying
 i2 = j2 = k2 = −e, jk = −kj = il, kl = −lk = j, lj = −jl = k, ∀σ ∈ H
 In the infinite commutative groupH, multiplication of two elements(a1e+b1j+c1k+d1l)
 and(a2e+ b2j + c2k + d2l) results in(a3e+ b3j + c3k + d3l) where
 [a3 b3 c3 d3] = [a1 b1 c1 d1]
 a2 b2 c2 d2
 −b2 a2 −d2 c2
 −c2 d2 −a2 b2
 −d2 −c2 −b2 −a2
 (3.29)
 We look at following finite subgroups ofH.
 Dicyclic GroupsDC4M
 The subgroup ofH with 4M elements, (M arbitrary positive integer)
 σν = ( cos(πν/M), sin(πν/M), 0, 0), (3.30)
 v = 0, 1, . . . , 2M − 1 (3.31)
 and
 τν = ( 0, 0, cos(πν/M), sin(πν/M)), (3.32)
 v = 2M, 2M + 1, . . . , 4M − 1 (3.33)
 The special caseM = 2 gives the quaternion groupQ8 = {−+ e,
 −+ j,
 −+ k,
 −+ l} with eight
 elements.
 The signal points are all have the same energy. Therefore theconditions discussed in
 section(3.2.2) are valid. Thus the quadratic formβSβT is a concave function. For codes
 over dicyclic signal sets of different cardinality we verify whether the distribution given by
 equation(3.5) satisfies the Lagrangian (i.e. equation(3.3)). For dicyclic groups of different
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 cardinality which we have considered equation(3.5) satisfies the Lagrangian (for different
 cardinalities of dicyclic groups we have considered we computationally verified whether
 the distribution given by equation(3.3) satisfies the Lagrangian)
 The Binary Tetrahedral GroupG24
 This group with24 elements consist ofQ8 and the two cosetsωQ8 andω2Q8 of Q8, where
 ω =1
 2(e+ j + k + l) (3.34)
 Noteω3 = (−e) ∈ Q8. Explicitly, we haveG24 = Q8 ∪ ω2Q8 ∪ ω2Q8.
 The signal points are in the binary tetrahedral group have the same energy. Therefore the
 conditions discussed in section(3.2.2) are valid. For tetrahedral group we compute the
 distance distribution matrixS and check the eigenvalues and the associated eigenvectors.
 S is a positive symmetric circulant matrix. We see that only one eigenvalue is positive
 and all other eigenvalues are non-positive. Moreover the eigenvectors are orthogonal and
 the sum of each eigenvector is zero except for the eigenvector associated with the largest
 eigenvalue. The largest eigenvalue is48 and all others are zero or negative. Therefore the
 Lagrangian is concave for positiveλ. λ is greater than or equal zero. The distribution given
 in equation(3.5) is an optimal distribution.
 The Binary Octahedral GroupG48
 This group with48 elements is obtained by addingG24 and its cosetω1G24 where
 ω1 =1√2(e+ j) (3.35)
 i.e.,G48 = G24 ∪ ω1G24.
 In the case of binary octahedral group also theS matrix is positive symmetric matrix. The
 analysis ofS matrix is carried out as in the case of the binary tetrahedralgroup. Therefore
 as in the case of tetrahedral group the distribution given inequation(3.5) is optimal.
 The Binary Icosahedral GroupG120
 This group consists of120 elements and is obtainable as elements generated by the follow-
 ing three generators:σ1 = 12(γe + γ−1j + l), σ2 = 1
 2(e + γ−1k + γk) andσ3 = l, where
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 γ = 12(1 +
 √5).
 As in the case of binary tetrahedral group and octahedral group theS matrix for icosahedral
 group is also positive, symmetric and circulant. Also except the primary eigenvalue all
 other eigenvalues are non-positive. The eigenvectors are orthogonal and the sum of each
 eigenvector except the one associated with the largest eigenvalue is also zero. We verify
 whether the distribution given in equation(3.5) is optimal. This we do by checking whether
 equation(3.5) is a solution of the equation(3.3).
 Tetrahedral Octahedral Icosahedral
 48 96 240
 −12 −24 −60
 −12 −24 −60
 −12 −24 −60
 −12 −24 −60
 Table 3.1: The table shows the non-zero eigenvalues of squared Euclidean distance distribution
 matrix S. Here we consider codes over tetrahedral, octahedral and icosahedral groups.
 Figure(3.5) shows four-dimensional signal sets matched toDC24. Figures for four-dimensional
 signal sets matched to binary tetrahedral group with24 elements, binary octahedral group
 with 48 elements, binary icosahedral group with120 elements, and other numerous groups
 can be seen in [11]. Note that a signal point is specified by four coordinates with the
 first two co-ordinates in thex1 − x2 plane and the other two in thex3 − x4 plane. The
 mapping that matches these signal sets to the respective groups is the natural mapping
 µ(ae+ bj + ck + dl) = (a, b, c, d).
 Based on theEEUB for signal sets matched to dicyclic groups of different order, it was
 obtained that for larger values of the normalized distance the number of points in the signal
 set does not matter and when a smaller normalized distance isthe requirement, a larger
 number of points in the signal set are desirable; an observation which is true for symmetric
 PSK (SPSK) signal sets as pointed on in [46]. The existence ofDC24,DC48 andDC120
 makes these directly comparable withG24, G48 andG120, respectively, in terms of their
 bounds in figure(3.6). The bounds for codes overDC48 andDC120 appear indistinguish-
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 able. As seen from this set of bounds, signal sets matched to dicyclic groups with the same
 number of signal points give better bounds than signal sets matched to binary tetrahedral
 group, binary octahedral group and binary icosahedral group.
 3.3.4 Extended Upper Bounds for Codes over Finite Unitary Groups
 In this section we look at codes over different classes of finite unitary groups in four dimen-
 sions. We construct specific examples of finite unitary groups by enumerating the generator
 for each type of finite unitary group [11]. We look at specific examples of groups in each
 class and compute theEEUB for codes over each class.
 Type -I finite unitary group
 The elements of one such group withns elements are generated by
 1
 20.5(ǫqν′+µ
 1 ǫ−(qν′+dµ)2 , ǫqν′+µ
 1 ǫqν′+dµ2 )
 whereǫ1 = exp(jπ/n) andǫ2 = exp(jπ/r) andν = 0, 1, . . . , p− 1, ν ′ = 0, 1, . . . , (s− 1)
 andµ = 0, 1, . . . , (q − 1). The integersp, s, q satisfy the following relation:2n = qp and
 2r = qs. The integerd must be relatively prime toq. Here we have freedom to choose the
 phase values freely.
 Type -II finite unitary group
 The elements of one such Type-II finite unitary group with4nr elements is generated as
 follows
 (ǫνω−µ, 0)and(0,−ǫνωµ)
 whereǫ = exp(jπ/n) andω = exp(jπ/r) andν = 0, 1, . . . , (n−1) andµ = 0, 1, . . . , (2r−1). These codes have the same structure as dicyclic groups but the phase can be chosen in-
 dependently.
 Type -III finite unitary group
 Consider the group with24 elements in the unitary plane is generated by
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 Figure 3.4:EEUB for 64-point Massey signal set for differentr.
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 Figure 3.5: Signal set matched to dicyclic group.
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 Figure 3.6:EEUB for signal sets matched toDC24,DC48,DC120, Binary tetrahedral, octahedral
 and icosahedral groups.
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 Figure 3.7: The figure shows theEEUB and EGV for codes over 32-point Type(1) signal set and
 32 point Dicyclic signal set.
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 Figure 3.8: The figure shows theEEUB and EGV for codes over 32-point Type(2) signal set and
 32 point Dicyclic signal set.
 • (jcos(α)ǫ2ν , sin(α)ǫ2ν),
 • (−cos(α)ǫ2ν ,−jsin(α)ǫ2ν),
 • (−sin(α)ǫ2ν+1, jcos(α)ǫ2ν+1)
 • and(jsin(α)ǫ2ν+1,−cos(α)ǫ2ν+1)
 whereα is any chosen angle,ǫ = ej(π6) andν = 0, 1, . . . , 5.
 Type -IV finite unitary group
 An example of Type-IV finite unitary group with16 elements is as follows. The eight
 elements of the the group areσG0, whereG0 is the eight element quaternion group and
 σ = jcos(α) + ksin(α). The other eight elements of the group arejσG0e(j π
 4). This form
 a16 element Type-II finite unitary group.
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 Type(I) Type(II) Type(III)
 64 64 48
 −16 −16 −12
 −16 −16 −12
 −16 −16 −12
 −16 −16 −12
 Table 3.2: The table shows the non-zero eigenvalues of squared Euclidean distance distribution ma-
 trix S for Type(I), Type(II) and Type(III) finite unitary groups. Here we consider codes over Type(I)
 group of cardinality32, Type(II) code with cardinality32 and Type(III) group with cardinality24.
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 Figure 3.9: The figure shows an example of Type-(III) finite unitary group with24 points in four
 dimensional space.
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 Figure 3.10: The figure shows theEEUB andEGV for codes over 24-point Type(3) signal set and
 tetrahedral signal set.
 Type -V finite unitary group
 Consider the binary octahedral group with48 elements. Choose aσ in the four dimensional
 unit sphere. The corresponding elements areσχ−1 andjσχ−1 whereχ is one of the first
 24 elements of the binary octahedral group. The order of this Type-IV group is also48.
 Type -V I finite unitary group
 We consider an Type(V I) group with24 elements. Letσ be an element of the unit sphere
 in four dimensions. The elements areσχ−1, ǫσλ−1 andǫ2σµ−1, whereǫ = ej(π3), χ is an
 element of the quaternion group,λ ∈ ωGo andµ ∈ ω2Go with ω = 12(e+ j + k + l).
 Type -V II finite unitary group
 Consider an example of finite unitary group with96 elements. Letσ be an element of
 the unit sphere in four dimensions. The elements areσχ−1 and jσχ−1, whereχ is an
 arbitrary element of the binary octahedral group. Thus the96 element group is completely
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 Figure 3.11: The figure shows an example of Type-(IV) finite unitary group with16 points in four
 dimensional space.
 Type(IV) Type(V) Type(VI) Type(VII)
 32 96 48 192
 −8 −24 −12 −48
 −8 −24 −12 −48
 −8 −24 −12 −48
 −8 −24 −12 −48
 Table 3.3: The table shows the non-zero eigenvalues of squared Euclidean distance distribution
 matrix S for Type(IV), Type(V), Type(VI) and Type(VII) finite unitary groups. Here we consider
 codes over Type(IV) group of cardinality16, Type(V) code with cardinality48, Type(VI) group
 with cardinality24 and Type(VII) group with cardinality96.
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 Figure 3.12: The figure shows theEEUB andEGV for codes over 16-point Type(4) signal set and
 16 point Dicyclic signal set.
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 Figure 3.13: The figure shows theEEUB andEGV for codes over 48-point Type(5) signal set and
 octahedral signal set.
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 Figure 3.14: The figure shows theEEUB andEGV for codes over 24-point Type(6) signal set and
 tetrahedral signal set.
 characterized.
 3.3.5 Comparison of the Bounds for codes over Finite UnitaryGroups
 The generators of finite unitary groups offer possibilitiesfor independently varying the
 phase. Therefore it is interesting to compare theEEUB and extended Gilbert Varshamov
 bound (EGV ) of codes over finite unitary group with codes over mutlidimensional signal
 sets.
 Codes over Type(I) signal sets have tighter lower bound when compared to codes over
 dicyclic signal set. The Upper bound of codes over dicyclic group is tighter than that of
 codes over Type(1) signal sets. This is shown in figure(3.7).
 We compare the bounds for codes over Type(II) signal sets and dicyclic signal sets in
 figure(3.8). In double prism group, Type(I) and Type(II) groups we can see that there is
 greater independence to choose the phase values when compared to dicyclic groups. Here
 again we get a tighter lower bound for codes over Type(II) signal sets. The upper bound is
 tighter for codes over dicyclic groups. In the figure(3.10) we compare the bounds for codes
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 Figure 3.15: The figure shows theEEUB andEGV for codes over 96-point Type(7) signal set and
 96 point Dicyclic signal set.
 over Type(III) signal sets and codes over tetrahedral group. Here codes over tetrahedral
 group have a tighter lower bound and looser upper bound.
 In figure(3.12) a comparison of bounds of codes over Type(IV ) and dicyclic signal sets is
 shown. Here codes over dicyclic signal sets have a tighter upper bound and a looser lower
 bound. Figure(3.13) shows the lower and upper bounds for codes over Type(V ) groups and
 octahedral groups. The codes over both the groups have a comparable bounds.
 Figure(3.14) show the bounds for codes over Type(V I) groups and tetrahedral group.
 The codes over Type(V I) groups have a tighter upper bound and a looser lower bound.
 Figure(3.15) compares the bounds for codes over Type(V II) signal sets and codes over
 dicyclic signal sets.
 We also see that the codes over double prism have tighter lower bound when compared
 with codes over dicyclic group. The upper bound of codes overdicyclic group is tighter
 than that of codes over double prism group. This is shown in figure(3.24).
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 3.3.6 Slepian Signal Sets
 In [53] Slepian gives two signal sets. One of them has the property that the distance distri-
 bution remains same from all elements of the signal set and that it is not a group code. An
 example of a signal set which is distance uniform but not matched to a group. We compute
 the extended lower bound, [56] and theEEUB for codes over this signal set. Figure(3.16)
 gives the upper and lower bound.
 Slepian also gives an example of a signal set with cardinality M but does not posses a
 transitive symmetry group of orderM . In [37] it is shown that this signal set is matched
 to a group. The signal points in the case of both Slepian signal set have the same en-
 ergy. Therefore the conditions discussed in section(3.2.2) are valid. We check whether the
 equation(3.5) satisfies equation(3.3).
 Slepian (I) Slepian(II)
 −2.4493 −4
 −2.721 −4
 −1.463 −4
 −0.323 −4
 −0.144 −4
 6.6520 20
 Table 3.4: The table shows the non-zero eigenvalues of squared Euclidean distance distribution
 matrix S for Slepian(I) - a signal set in six dimensions with six points and Slepian(II)- a signal set
 in five dimensions with ten points.
 From table(3.3.6) we see that all eigenvalues ofS matrix other than the primary eigen-
 value are non-positive. Therefore maximizing the constrained optimization problem re-
 duces to finding a solution of equation(3.3). We verify that the distribution function given
 in equation(3.5) satisfies the equation(3.3).
 For these two signal sets we compute the extended lower [56] and the extended upper
 bounds. Figure(3.17) shows the upper and lower bounds for the 5 dimensional signal set
 with cardinality10.
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 Figure 3.16: Extended upper and lower bounds for Slepian signal set in6 dimensions withM = 6
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 3.3.7 Codes overn Dimensional Cube
 The set of points which constitute ann-dimensional cube can be represented as the set of
 n-tuplesx = (±1,±1, . . . ,±1). In 2 dimensions these are set of corners of a square. In
 three dimensions the set of vertices of the cube. We order thevertices (represented asn-
 tuples) in such a way that the Hamming distance of any two successiven-tuples is one(we
 consider gray encoding).
 Example 3.3 In the two dimensional case the vertices (2-tuples) are ordered as follows
 (gray encoding)
 [(0, 0), (0, 1), (1, 1), (1, 0)]
 The distance distribution matrix is (dij is the squared Euclidean distance between thei-th
 element of the signal set andj-th element of the signal set)
 0 1 2 1
 1 0 1 2
 2 1 0 1
 1 2 1 0
 (3.36)
 Note that this is a circulant matrix.�
 Example 3.4 In the case of3 dimensional cube the vertices (3-tuples) are ordered as fol-
 lows:
 [(0, 0, 0), (0, 0, 1), (0, 1, 1), (0, 1, 0), (1, 1, 0), (1, 1, 1), (1, 0, 1), (1, 0, 0)]
 The distance distribution matrix is
 0 1 2 1 2 3 2 1
 1 0 1 2 3 2 1 2
 2 1 0 1 2 1 2 3
 1 2 1 0 1 2 3 2
 2 3 2 1 0 1 2 1
 3 2 1 2 1 0 1 2
 2 1 2 3 2 1 0 1
 1 2 3 2 1 2 1 0
 (3.37)
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 The above matrix can be obtained from the following two matrices
 A =
 0 1 2 1
 1 0 1 2
 2 1 0 1
 1 2 1 0
 (3.38)
 As noted in the earlier exampleA is a circulant matrix.
 B =
 2 3 2 1
 3 2 1 2
 2 1 2 3
 1 2 3 2
 (3.39)
 Note thatB is anti circulant matrix. Therefore the distance distribution matrixS can be
 written as a block circulant matrix with blocksA andB.
 A B
 B A
 (3.40)
 The distance distribution matrixS is a block circulant matrix with component circulant and
 anti circulant matrices. Also note thatBij = Ai(4−j+1) + 1 where1 ≤ j ≤ 4. Therefore
 theA matrix completely describes the distance distribution matrix. This follows from the
 iterative construction of gray codes, i.e., construct a3 bit code from a2 bit code and so on
 construct then-bit code.�
 An n-bit gray encoding can be summarized as follows: Consider the (n− 1) bit gray code.
 Let the(n−1) bit gray code be the ordered sequence of(n−1) tuples(a0, a1, . . . , a2(n−1)−1).
 Then then-bit gray code is the ordered sequence ofn-tuples obtained as follows
 [
 (0, a0), (0, a1), . . . , (0, a2(n−1)−1), (1, a2(n−1)−1), (1, a2(n−1)−2), . . . , (1, a1), (1, a0)]
 The distances[d0,1, d0,2, . . . , d0,2n−1−1] are common for the(n − 1)-tuple gray code and
 n-tuple gray code. The remaining distances in the cases of ann-tuple gray code are
 [d0,2n−1 = d0,2n−1−1 + 1, d0,2n−1+1 = d0,2n−1−2 + 1, . . . , d0,2n−1 = d0,0 + 1]
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 In general distance distribution matrixS of ann-dimensional cube can written as a block
 circulant matrix as follows:
 A1 A2 A3 A4 . . . A2n−2
 A2n−2 A1 A2 A3 . . . A2n−2−1
 A2n−2−1 A2n−2 A1 A2 . . . A2n−2−2
 ......
 .... . . . . .
 ...
 A2n−3 A2n−3+1 A2n−3+2 A2n−3+3 . . . A1
 (3.41)
 where eachAi is (4 × 4) block circulant matrix. Here we see that thei-th column of
 each(4 × 4) matrix is related to the other blocks as followsA2ij= A1i(4−j+1)
 + 1 where
 1 ≤ j ≤ 4. Similarly A3ij= A2i(4−j+1)
 + 1 where1 ≤ j ≤ 4 andA4ij= A1i(4−j+1)
 + 1
 where1 ≤ j ≤ 4. Therefore in generalA(2l+k)ij= A(2l−k+1)i(4−j+1)
 + 1 where1 ≤ j ≤ 4.
 EachAi for i even is a anti circulant matrix and fori oddAi is a circulant matrix.
 Example 3.5 Consider the the4 dimensional cube the distance distribution matrix is
 A1 A2 A3 A4
 A4 A1 A2 A3
 A3 A4 A1 A2
 A2 A3 A4 A1
 (3.42)
 where eachAi is a (4 × 4) matrix.
 A1 =
 0 1 2 1
 1 0 1 2
 2 1 0 1
 1 2 1 0
 (3.43)
 A2 =
 2 3 2 1
 3 2 1 2
 2 1 2 3
 1 2 3 2
 (3.44)

Page 71
                        
                        

3.3 EEUB of Distance Uniform Signal sets 60
 A3 =
 2 3 4 3
 3 2 3 4
 4 3 2 3
 3 4 3 2
 (3.45)
 A4 =
 2 3 2 1
 3 2 1 2
 2 1 2 3
 1 2 3 1
 (3.46)
 �
 The distance achieving distribution for codes overn dimensional cubes can be derived
 starting from the equation(3.3). Forn-dimensional cube the number of distinct distances
 between the elements of the signal set isn. The number signal points at a Hamming dis-
 tance ofi is given by
 n
 i
 (3.47)
 The squared Euclidean distance is a constant multiple of theHamming distance between
 the elements of the signal set.
 Lemma 3.0.1 For Euclidean space codes over three dimensional cube the distribution
 given by{β0(µ), β1(µ), . . . , βM−1(µ)}, whereβr(µ) = e−µd2(r)
 σM−1s=0 e−µd2(r)
 (equation(3.5)) is op-
 timal.
 Proof: Consider the case of three dimensional cube. The structure of the distance distri-
 bution matrix can be used for finding a solution to equation(3.3). From the distance distri-
 bution matrix given in example(3.4) for3 dimensional cube it follows thatβ = {β0, β1 =
 β3 = β7, β2 = β4 = β6, β5} . Therefore we need to solve equation(3.3) for onlyr = 1, 2, 5.
 For r = 1. Therefore equation(3.3) can be written as
 ∂Φ(β, λ)
 ∂β1
 = log(β0) − log(β1) + 2λ(β0 + β1 − β2 − β5) (3.48)
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 ∂Φ(β, λ)
 ∂β2= log(β0) − log(β2) + 4λ(β0 + β1 − β2 − β5) (3.49)
 ∂Φ(β, λ)
 ∂β3
 = log(β0) − log(β3) + 3λ(β0 + β1 − β2 − β5) (3.50)
 Equating equation(3.48), equation(3.49) and equation(3.50) to zero and simplifying we get
 the following relationships
 β21 = β2β0 (3.51)
 β31 = β5β
 20 (3.52)
 We can easily verify that
 βr(µ) =e−µd2(r)
 ∑M−1s=0 e−µd2(s)
 r = 0, 1, 2, · · · ,M − 1 (3.53)
 satisfy the above relationship amongβ0, β1, β2 andβ5. Thus we have an optimal distribu-
 tion for three dimensional cube.�
 Lemma 3.0.2 For Euclidean space codes over four dimensional cube the distribution given
 by{β0(µ), β1(µ), . . . , βM−1(µ)}, whereβr(µ) = e−µd2(r)
 σM−1s=0 e−µd2(r)
 (equation(3.5)) is optimal.
 Proof: Consider the case four dimensional cube. The distance distribution matrix is given
 in example(3.5). Hereβ = {β0, β1 = β3 = β7 = β15, β2 = β4 = β6 = β8 = β12 =
 β14, β5 = β9 = β11 = β13}. Therefore we need to solve the equation(3.3) for only
 r = 1, 2, 5, 10. As in the case of3 dimensional cube the analysis leads to the following
 relationships
 β21 = β2β0 (3.54)
 β31 = β5β
 20 (3.55)
 β41 = β10β
 30 (3.56)
 We can easily verify that
 βr(µ) =e−µd2(r)
 ∑M−1s=0 e−µd2(s)
 r = 0, 1, 2, · · · ,M − 1 (3.57)
 satisfy the above relationship amongβ0, β1, β2, β5 andβ10. Thus we have an optimal
 distribution Euclidean space codes over four dimensional cube.�
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 In general for ann dimensional cube we can carry out the analysis similar to that of 3 and4
 dimensional cubes. Also the structure of the distance distribution matrix remains same for
 anyn-dimensional cube. In the case ofn-dimensional cube there aren distances between
 the elements of the signal set. It can be easily verified that following relation holds for
 n-dimensional cube, for any chosen value ofn
 βd0id011 = βiβ
 d0id01
 −1
 0 (3.58)
 (3.59)
 Therefore forn-dimensional cube an optimal distribution is given by equation(3.5).
 3.3.8 Comparison of Signal Sets Based on the Spectral Rate
 For band-limited applications, the rate of the code per dimension is the appropriate param-
 eter based on which signal sets are to be compared. To facilitate this we measure the rate
 of the code per two dimensions, i.e.
 2
 NR(C) =
 2
 Nnln | C | (3.60)
 and call it the spectral rate (rate in bits per symbol per two dimensions) of the code. In this
 subsection, we compare the signal sets based on the spectralrate.
 Figure(3.18) shows the normalizedEEUB bound for the Massey signal set with eight
 elements,N-dimensional cube, and the signal set matched toDC16. Notice that the com-
 parison is made among signal sets of different sizes in different dimensions but having the
 same number of signal points per dimension. For the Massey signal set, the parameterr is
 chosen to be 0.6. It is seen from the figure(3.18), that theDC16 gives a better normalized
 bound compared to the other two.
 In particular, 4-SPSK has a better bound than the Massey signal set with eight points.
 However, this superiority of the SPSK signal set over the corresponding Massey signal set
 is not true in general. For instance, the Massey signal set with 64 points is superior in
 comparison to the 16-SPSK signal set. This is demonstrated in figure(3.19). However, the
 supremacy of dicyclic groups over the corresponding signalsets matched to the Massey
 signal set and the SPSK signal set holds in this case as well. Note that the value ofr that
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 Figure 3.18:EEUB for Massey signal set M=8, r=0.6, n-dimensional cube and dicyclic signal set
 with 16 elements
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 Figure 3.19: The figure showsEEUB for 16-SPSK, 64 point Massey signal set for r = 0.6, 0.5, 0.4
 and dicyclic signal set with 256 elements. In these two figures we have the rate per 2 dimensions
 along y-axis and delta along x-axis.
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 Figure 3.20: The figure showsEEUB of 5 PSK, tetrahedral signal set and dicyclic signal set with
 24 points.
 0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 20
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 1.8
 2
 delta
 R(d
 elta
 ) per
 2−d
 im
 SPSK M=7 Dicyclic M=48Octahedral
 Figure 3.21:EEUB for 7 PSK, octahedral signal set and dicyclic signal set with48 points. In these
 two figures we have the rate per 2 dimensions along y-axis and delta along x-axis.

Page 76
                        
                        

3.4 Conclusion 65
 gives the best bound for the 64-point Massey signal set is notunique; depending on the
 value ofδ it varies. The 16-SPSK gives a larger value for spectral ratefor all values ofδ.
 Figure(3.20) shows theEEUB bound for a spectral rate of signal sets matched toG24 and
 DC24. The bound corresponding to5-SPSK is also shown. Note that the 5-SPSK signal set
 has a slightly lower rate. It has25 points in four dimensions compared to 24 for the other
 two signal sets considered. The signal set matched toG24 gives a looser bound than the5-
 SPSK signal set. Clearly,G24 gives larger values compared to signal sets matched toDC24.
 Similar bounds for comparison between signal sets matched toG48, DC48, and the closest
 SPSK signal set,7-SPSK, are shown in figure(3.21), leading to a similar conclusion. The
 closest SPSK signal set that can be compared with signal setsmatched toG120 andDC120
 is the11-SPSK signal set. Figure(3.22) shows the bounds for these signal sets with an
 identical conclusion.
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 Dicyclic M=120SPSK M=11 Icosahedral
 Figure 3.22: (a). The figure showsEEUB of 11 PSK, icosahedral signal set and dicyclic signal set
 with 120 points.
 3.4 Conclusion
 In this chapter we have obtained an optimum distribution fora set distance uniform sig-
 nal sets. We have also shown that the quadratic formβSβT is concave for all distance
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 Figure 3.23: The figure showsEEUB of 11 PSK, icosahedral signal set and dicyclic signal set with
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 Figure 3.24: The figure shows theEEUB andEGV for codes over 32-point double prism signal
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Page 78
                        
                        

3.4 Conclusion 67
 uniform signal sets. Optimum distribution remains similarfor all these signal sets. In the
 casePSK, Massey, dicyclic and signal sets over finite unitary groupswe verified that the
 probability distribution given by equation(3.5) is optimum. Further, we conjecture that the
 optimum distribution for all distance uniform signal sets is similar to the optimum distribu-
 tion obtained in this chapter.
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Chapter 4
 Matrix Characterization of Near-MDS
 codes
 1
 4.1 Introduction
 The class of Near-MDS (NMDS)codes [15], [16], [17], [10] is obtained by weakening
 the restrictions in the definition of classical MDS codes. The support of a codeC is the
 set of coordinate positions, where not all codewords ofC are zero. Ther-th generalized
 Hamming weightdr(C) of a codeC is defined to be the cardinality of the minimal support
 of an (n, r) subcode ofC, 1 ≤ r ≤ k [28], [29], [72]. Near-MDS (NMDS) codes are
 a class of codes where for an(n, k) code thei-th generalized Hamming weightdi(C) is
 (n − k + i) for i = 2, 3, . . . , k andd1(C) is (n − k). This class contains remarkable
 representatives as the ternary Golay code and the quaternary (11,6,5) and (12,6,6) codes
 as well as a large class of Algebraic Geometric codes. The importance of NMDS codes
 is that there exist NMDS codes which are considerably longerthan the longest possible
 MDS codes for a given size of the code and the alphabet. Also, these codes have good error
 detecting capabilities [17].
 It is well known that a linear MDS code can be described in terms of its systematic generator
 matrix as follows: If[I | P ] is the generator matrix then every square submatrix ofP is
 1The results of this chapter also appear in [65] and [66]
 68
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 nonsingular. In this chapter, we obtain a similar characterization for the class of NMDS
 codes. Also, using a general property of generalized Hamming weights, we point out that
 an algebraic geometric code over an elliptic curve, if not MDS is necessarily NMDS.
 4.2 Preliminaries
 In this section we present the known results concerning NMDScodes and generalized
 Hamming weight hierarchy that will be used in the following sections.
 A Near-MDS code can be characterized in terms of either an arbitrary generator matrix or
 a parity check matrix of the code as follows [15]:
 A linear [n, k] code is NMDS iff a parity check matrixH of it satisfies the following con-
 ditions:
 • anyn− k − 1 columns ofH are linearly independent
 • there exists a set ofn− k linearly dependent columns inH
 • anyn− k + 1 columns ofH are of rankn− k
 A linear [n, k] code is NMDS iff a generator matrixG of it satisfies the following condi-
 tions:
 • anyk − 1 columns ofG are linearly independent
 • there exists a set ofk linearly dependent columns inG
 • anyk + 1 columns ofG are of rankk
 Several interesting properties of Hamming weight hierarchy are discussed in [72] and [29].
 A basic property is that the sequence of Hamming weight hierarchy is strictly increasing,
 i.e.,
 d1(C) < d2(C) < . . . < dk(C) = n. (4.1)
 The following result [72] relates the Hamming weight hierarchy of a code to that of its dual.
 If C⊥ denotes the dual of the codeC, then
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 {dr(C) | r = 1, 2, ..., k}⋃
 {n+ 1 − dr(C⊥) | r = 1, 2.., n− k}
 = {1, 2, ..., n}.
 4.3 Systematic Generator Matrix Characterization of
 NMDS Codes
 Theorem LetG = [I|P ] be the systematic generator matrix of a linear non-MDS codeC
 over a finite field. ThenC is NMDS iff every(g, g + 1) and(g + 1, g) submatrix ofP has
 at least one(g, g) nonsingular submatrix.
 Proof: First we prove the ’if part’. We have to show thatd1(C) = n − k andd2(C) =
 n−k+2. Consider any one dimensional subcode generated by a minimum weight codeword
 c of C. In terms of linear combination of rows ofG, let
 c =
 g∑
 j=1
 αjrij(4.2)
 whereij ∈ {1, 2, . . . , k}, j = 1, 2, . . . , g andrijis theij-th row ofG.
 The weight ofc within the firstk positions isg. We need to show that the weight in the last
 n − k positions is(n − k − g) or the number of zeros in the lastn − k positions isg. Let
 the number of zeros in the lastn− k positions ofc beλ > g. Choose anyg + 1 of theseλ
 positions and let these positions bej1, j2, . . . , , jg+1. Then
 [
 α1 α2 . . . αg
 ]
 ri1j1 ri1j2 . . . ri1jg+1
 ri2j1 ri2j2 . . . ri2jg+1
 ...... . . .
 ...
 rigj1 rigj2 . . . rigjg+1
 =[
 0 0 . . . 0]
 Since there is a(g, g) nonsingular submatrixα1 = α2 = . . . αg = 0, which is a contradic-
 tion. Henceλ ≤ g andd1 = n− k. Notice that this means there can be at most one zero in
 each row ofP .
 To prove thatd2(C) = n − k + 2 consider a two dimensional subcode generated by two
 codewordsc andd. If the size of the union of supports ofc andd is at leastn − k + 2
 then we are through. So, we need to consider the case where thesupport of bothc andd is
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 within an identical set ofn− k + 1 locations. Letg of these locations be within the firstk
 positions and let
 c =
 g∑
 j=1
 αjrijand d =
 g∑
 j=1
 βjrij. (4.3)
 Consider an arbitrary linear combination ofc andd, i.e.,
 e = ac+ bd =
 g∑
 j=1
 (aαj + bβj)rij(4.4)
 There areg − 1 zeros in the lastn− k positions ofe. Let these bej1, j2, . . . jg−1. Then we
 have
 [
 aα1 + bβ1 . . . aαg + bβg
 ]
 ri1j1 ri1j2 . . . ri1jg−1
 ri2j1 ri2j2 . . . ri2jg−1
 ...... . . .
 ...
 rigj1 rigj2 . . . rigjg−1
 =[
 0 0 . . . 0]
 Since every(g, g − 1) submatrix ofP has a(g − 1, g − 1) nonsingular submatrix, without
 loss of generality we assume the firstg − 1 rows to constitute this nonsingular submatrix
 and choosea andb such thataαg + bβg = 0. Then it follows thataαt + bβt = 0 for all
 t = 1, 2, . . . g − 1.
 Now, if bothαg andβg are non zeros, thenc andd are scalar multiple of one another which
 means the code is one dimensional. Henced2(C) = n − k + 2. (Note that from (4.1),
 d2(C) = n − k is not possible sinced1(C) = n − k.) If one of them is zero, sayβg = 0,
 thena = 0 andbβt = 0 for all t = 1, 2, . . . g − 1 which is not true. This completes the
 proof for the if part.
 To prove the ‘only if’ part: ForNMDS codes every(k − 1) columns of the generator
 matrix are linearly independent. This follows from the factthat for an[n k] NMDS code
 the dual code is alsoNMDS and that the minimum distance of the dual code isk. Consider
 a set of(k − 1) columns of the generator matrix. If all the columns are from theP part of
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 the generator matrix, then since every(k − 1) columns are linearly independent we have a
 (k − 1, k − 1) nonsingular submatrix.
 If k−g columns (sayj1, j2, . . . jk−g) are fromI and the restg−1 columns fromP , then let
 A denote the(k, k − 1) submatrix consisting of these columns. By suitable row exchanges
 and appropriate elementary column operationsA can be brought to the form
 0g×(k−g) A
 ∗g×(g−1)
 I(k−g)×(k−g) 0(k−g)×(g−1)
 .
 Note that the column rank has not changed by these operationsand the submatrixA∗ is
 indeed a submatrix ofA. Moreover, since the above matrix has column rankk − 1 the
 submatrixA∗ has column rankg − 1 and hence contains a(g − 1, g − 1) nonsingular
 submatrix. Therefore every(g + 1, g) submatrix ofP has atleast one(g, g) nonsingular
 submatrix.
 To show that every(g, g + 1) submatrix has atleast one(g, g) submatrix we make use of
 the fact that the minimum distance of theNMDS code is(n− k). Therefore forNMDS
 codes every(n− k − 1) columns of the parity check matrix are linearly independent. The
 parity check matrix of the code can be written as[−P⊥ I]. Following the arguments for
 the systematic generator matrix we can see that every(g + 1, g) submatrix of−P⊥ has
 atleast one(g, g) submatrix which is nonsingular. Therefore every(g, g + 1) submatrix of
 P submatrix has atleast one nonsingular(g, g) submatrix. This completes the proof.�
 4.4 Discussion
 In this chapter we have extended the well known[I|P ] matrix characterization of MDS
 codes to the class of Near-MDS codes. This characterizationof NMDS codes will be
 helpful to obtain NMDS over finite fields. The matrix characterization ofMDS codes
 finds application in constructingMDS codes for erasure channels [35], [35]. Based on
 the systematic matrix characterization ofNMDS codes we can see that if any(k + 1)
 locations of then length codeword are known we can obtain all thek transmitted symbols.
 In a [n, k] code, to add redundancy, for everyk symbols transmitted additional(n − k)
 parity symbols are transmitted. Based on the systematic matrix characterization we can see
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 that anNMDS erasure code can recover thek transmitted packets from any of the(k+ 1)
 of then transmitted packets. This is useful in computer communications.
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Chapter 5
 Matrix Characterization of Near-MDS
 codes over Finite Abelian Groups
 1
 5.1 Introduction
 In this chapter we studyAMDS andNMDS codes overZm and finite abelian groups. The
 study of codes over groups is motivated by the observation in[37; 38] that when more that
 two signals are used for transmission, a group structure, instead of the finite field structure
 traditionally assumed, for the alphabet is matched to the relevant distance measure. The
 Hamming distance properties of codes over groups have been studied in [24] and in [6; 7]
 construction of group codes over abelian groups is given in terms of a ‘parity check’ matrix.
 Given the length of the coden and the number of information symbolsK, the maximum
 possible minimum distance is(n − k + 1) for codes over any alphabet.(n, k) codes that
 achieve a minimum distanced = (n−k+1) are called maximum distance separable codes
 (MDS). In [24]MDS group codes is discussed and nonexistence results for groupcodes
 over nonabelian groups have been discussed.MDS codes overZm have been studied in
 in [9; 62; 63]. In [63] several applications of codes over thering of integers modulom
 is discussed. These codes find applications in peak-shift correction in magnetic recording
 systems.MDS group codes over cyclic groups are characterized in [76]. For MDS group
 1A part of the results of this chapter also appears in [69]
 74
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 codes over abelian groups a quasi determinant characterization is obtained in [78]. In [18]
 matrix characterization ofMDS codes over modules is discussed.
 It is well known that binary linear codes are matched to binary signaling over an Additive
 White Gaussian Noise (AWGN) channel, in the sense that the squared Euclidean distance
 between two signal points in the signal space correspondingto two codewords is propor-
 tional to the Hamming distance between codewords. Similarly, linear codes overZm are
 matched to M–PSK modulation systems for an AWGN channel [40;41]. The general prob-
 lem of matching signal sets to linear codes over general algebraic structure of groups has
 been studied in [37; 38]. Also, group codes constitute an important ingredient for the con-
 struction of Geometrically Uniform codes [23]. This motivates the study of codes over
 groups both abelian and nonabelian. In [6] construction of group codes over abelian groups
 that mimics the construction of algebraic codes over finite fields is considered and it is
 shown that the construction can be on the basis of a parity check matrix which provides the
 relevant information about the minimum Hamming distance ofthe code. The parity check
 symbols are seen as images of certain homomorphisms fromGk toG.
 In this chapter we obtain systematic matrix characterization of AlmostMDS (AMDS)
 and NearMDS (NMDS) codes overZm and finite abelian groups. In chapter(4) we have
 obtained matrix characterization ofAMDS andNMDS over finite fields. The rest of the
 chapter is organized as follows:
 • In section(5.2) we introduce the basic results which are used in the chapter
 • In section(5.3) we characterizeAMDS codes andNMDS codes overZm based on
 the systematic generator matrix
 • In section(5.4)AMDS andNMDS codes over abelian groups are characterized
 based on the defining homomorphisms. ForAMDS codes andNMDS codes abelian
 groups we also obtain an associated matrix characterization based on the component
 homomorphisms. In the case ofAMDS codes over cyclic groups we show that the
 associated matrix characterization is same as the systematic matrix characterization
 of AMDS codes overZm. Further also obtain the a set of results concerning the
 length of[ n k ] AMDS codes over cyclic groups of cardinalitym.
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 • We conclude the chapter in section(5.5).
 5.2 Hamming Weight Hierarchy of Codes overZm
 Definition 5.1 (Support) LetC be any code overZm and letB be any subset ofC. Then
 the support ofB denoted assupp(B) equals{i | ∃a, b ∈ B such thatai 6= bi}. If the size
 ofB is one we define thesupp(B) = 1
 Definition 5.2 LetC be a code overZm of lengthn. Then we define the following function
 SC(p) = minB⊆C |B|=p≥2Supp(B)
 Definition 5.3 Let the sequenced1, d2, . . . , dl of generalized Hamming weights be defined
 such thatd1 < d2 < . . . < dl, and d1, d2, . . . , dl are distinct values ofSC(p) for p =
 2, 3, . . . ,#C. FurtherMi = max{p ∈ {2, 3, . . . ,#C} | SC(p) = di} for i = 1, 2, . . . l,
 where#C denotes the cardinality of the codeC.
 Definition 5.4 The generalized Hamming Weight hierarchy of a codeC overZm is the set
 {(d1,M1), (d2,M2), . . . , (dl,#C)}, where#C denotes the cardinality of the code.
 Definition 5.5 ConsiderZm (whose cardinality ism). We denote the cardinality of a the
 codeC overZm as #C. If an code[n, k = logm(#C)] codeC overZm is anMDS
 code then the Hamming weight hierarchy ofC is {(d1 = n − k + 1,M1 = m), (d2 =
 n− k + 2,M2 = m2), . . . , (dk = n,Mk = #C)}
 Definition 5.6 Consider a codeC overZm. An [n, k = logm(#C)] codeC overZm is
 defined as anAMDS code if thedmin = d1 ofC is (n− k).
 Definition 5.7 An [n , k] codeC overZm is defined to beNMDS code if the codeC as
 well as its dual codeC⊥ areAMDS.
 5.3 Almost MDS codes overZm
 We consider linearAMDS codes overZm, wherem = pr11 p
 r22 . . . prs
 s and eachpi is a prime
 number. An[ n k ] code is defined as anAMDS if d1 = n− k. First we considerAMDS
 codes overZm wherem = pr11 .
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 5.3.1 Almost MDS codes of sizem2 overZpr1
 AMDS codes overZpr1 with k=2
 This the simplest non-trivial situation, withk = 2 andd = n− 2. In what follows, we will
 concentrate on linearAMDS codes only, thus exploiting the additive structure ofZpr11
 ,
 wherep1 is a prime number. Consider the following generator matrix of a codeC
 G =
 1 0 α3 α4 α5 α6 . . . αn
 0 1 β3 β4 β5 β6 . . . βn
 (5.1)
 whereα3, α4, α5 . . . , αn are elements inZpr11
 . Similarlyβ3, β4, β5, . . . , βn are also elements
 in Zpr11
 . Some of theαi’s andβi’s can be units or zero divisors inZpr11
 .
 All the codewords of the code are of the formCa,b = a · (1, 0, α3, 0, α5, α6, . . . , αn) − b ·(0, 1, 0, β4, β5, β6, . . . , βn) with a, b ∈ Zp
 r11
 . If the codeC generated byG isAMDS then
 dmin = d1 = n − 2. Also note that ifC is anAMDS code then there are maximum two
 zeros on any code word. Therefore the linear combination of the rows of the generator
 matrix also should have code words with maximum two zeros. This leads to the following
 condition
 • Let αi, αj, αk, βi, βj, βk be units inZpr11
 . There exists utmost two locationsi, j such
 that
 aαi + bβi = 0
 aαj + bβj = 0
 (5.2)
 for 4 < i, j < n andi 6= j. Thereforeab
 = − βi
 αi= − βj
 αj, i.e., the ratios belong to the
 same coset modulop1. Hereb has to be a unit forab
 to be well defined. There do not
 exist three columnsi, j andk such that
 aαi + bβi = 0
 aαj + bβj = 0
 aαk + bβk = 0
 (5.3)
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 i.e.the ratiosab
 = − βi
 αi= − βj
 αj= − βk
 αkdo not belong to the same coset modulop1 (if
 not we will haved1 = (n−3) and not(n−2)). This ensures thatdmin = n−k = n−2.
 In matrix language, every(g, g + 1) submatrix ofP (whereP is the sub matrix of
 the systematic generator matrix of the form[I, P ]) has a(g, g) submatrix whose
 determinant is a unit inZpr1 .
 • Consider any(2, 3) submatrix of theP submatrix, where the generator matrix is of
 the form [I P ]. Consider the case whereαi, αj, αk, βi, βj, βk can be units or zero
 divisors inZpr1 . The linear combination of the two row of the generator matrix can
 have utmost two zeros. Consider the(2, 2) submatrices of the(2, 3) submatrix and
 their determinants. If one of the(2, 2) submatrix has determinant which is a unit
 then there are utmost two zeros in these three locations of the code word. Suppose
 all the (2, 2) submatrices have determinants which are zero divisors. InZpr11
 the
 zero divisors are multiples ofp1. Then the rows of the(2, 3) submatrix are linearly
 dependent and henced1 ≤ (n − 3). Therefore we can have only utmost one(2, 2)
 submatrix of the(2, 3) submatrix whose determinant is a zero divisor inZpr11
 . If not
 all these three locations in the codeword will be identically zero and code will not be
 AMDS.
 • In general consider every(g, g+1) submatrix of theP submatrix. There exists atleast
 one(g, g) submatrix whose determinant is an unit inZpr11
 .
 If the AMDS codeC is generated by minimum weight vectors the generator matrixcan
 be written as
 G =
 1 0 1 0 1 γ5 γ6 . . . γn
 0 1 0 1 1 1 1 . . . 1
 (5.4)
 where eachγi for i > 5 is a unit. Here we can see that every(1, 2) submatrix ofP has a
 (1, 1) submatrix which is an unit inZpr11
 . Also every(2, 3) should have atleast one(2, 2)
 submatrix which is an unit inZpr11
 .
 Example 5.1 The generator matrix of a[n, 2] NMDS code overZpr11
 is (here we take
 p1 = 2 andr1 = 1).
 G =
 1 0 1 0 1 1
 0 1 0 1 1 1
 (5.5)
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 Here the length of the code is6. It is easy to see thatd1 = 4
 Example 5.2 The generator matrix of a[n, 2] AMDS code overZ2 is
 G =
 1 0 1 1 1
 0 1 0 1 1
 (5.6)
 Here the length of the code is5 andd1 = 3. The code word generated by a minimum weight
 code word and a code word of weight(dmin + 1).
 AMDS codes overZpr1 with k=3
 Consider the following generator matrix for a[n, 3] code overZpr1 .
 G =
 1 0 0 α4 α5 α6 α7 α8 . . . αn
 0 1 0 β4 β5 β6 β7 β8 . . . βn
 0 0 1 γ4 γ5 γ6 γ7 γ8 . . . γn
 (5.7)
 whereαi, βi, γi 4 ≤ i ≤ n be elements inZpr1 .
 Codewords are of the formca,b,c = [ a b c ]G, with a, b, c ∈ Zm. If G generates anAMDS
 code thend1 = n−3, i.e., any codeword can have utmost three zero co-ordinates. Therefore
 each row of the ofP sub matrix ofG = [I P ] can have utmost one element which is a zero
 divisor inZpr1 .
 Supposeb = 0. Then the codewordca,b,c can have utmost two zeros in the codeword from
 the fourth location to then-th location. This leads to the condition that if we considerany
 (2, 3) submatrix ofP submatrix there exists atleast one(2, 2) submatrix whose determinant
 is an unit inZpr11
 . If the determinants of all the(2, 2) submatrices of the(2, 3) submatrix
 of P are zero divisors both the rows of the(2, 3) submatrix are linearly dependent. Then
 dmin ≤ (n − 4). Therefore atleast one of(2, 2) submatrices of(2, 3) must have a determi-
 nant which is an unit inZpr1 .
 Suppose alla, b, c are not equal to zero. In the codewordca,b,c utmost three locations,
 i, j, k are zero. All other co-ordinates must be non-zero. In other words for every any
 (3, 4) submatrix ofP , whereG = [I P ], there is atleast one(3, 3) submatrix such that the
 determinant is an unit inZpr11
 . In Zpr11
 the zero divisors are all multiples ofp1. Therefore
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 atleast one of(g, g) submatrices must have a determinant which is an unit inZpr11
 . This
 condition ensures that there are utmost three zeros in any codeword, i.e.,d1 = n− 3.
 5.3.2 AMDS Codes overZm
 Here we consider the case wherem = pr11 p
 r22 p
 r33 . . . prs
 s wherepi 1 ≤ i ≤ s are prime
 numbers. Letp1 be the smallest prime number which dividesm.
 AMDS codes overZm with k=2
 Consider the simplest non-trivial situation, withk = 2 andd = n− 2. In what follows, we
 will concentrate on linearAMDS codes only, thus exploiting the additive structure ofZm,
 wherem = pr11 p
 r22 p
 r33 . . . prs
 s , pi 1 ≤ i ≤ s are prime numbers andp1 is the smallest prime
 number. Consider the following generator matrix of a codeC
 G =
 1 0 α3 α4 α5 α6 . . . αn
 0 1 β3 β4 β5 β6 . . . βn
 (5.8)
 whereαs+3, αs+4, . . . , αn are units inZm. Similarly βs+3, βs+4, . . . , βn are units inZm.
 α3, α4, . . . , αs+2 are zero divisors inZm such that they are pairwise relatively prime. Simi-
 larly β3, β4, . . . , βs+2 are zero divisors inZm such that they are pairwise relatively prime.
 All the codewords of the code are of the formCa,b = a · (1, 0, α3, α4, α5, α6, . . . , αn) − b ·(0, 1, β3, β4, β5, β6, . . . , βn) with a, b ∈ Zm. If the codeC generated byG isAMDS then
 dmin = d1 = n − 2. Therefore ifC isAMDS there are maximum two zeros on any code
 word. Therefore the linear combination of the rows of the generator matrix also should
 have code words with maximum two zeros. This leads to the following condition
 • There exists utmost two locations,s + 3 ≤ i, j ≤ n such that (note that in these
 locationsαi andβi are units)
 aαi + bβi = 0
 aαj + bβj = 0
 (5.9)
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 for s + 3 < i, j < n andi 6= j. If αi, αj, αk, βi, βjandβk are units thenab
 = − βi
 αi=
 − βj
 αj, i.e., the ratios belong to the same coset modulop1. There do not exist three
 columnsi, j andk such that
 aαi + bβi = 0
 aαj + bβj = 0
 aαk + bβk = 0
 (5.10)
 i.e.the ratiosab
 = − βi
 αi= − βj
 αj= − βk
 αkdo not belong to the same coset modulop1 (if
 not thend1 = (n − 3) and not(n − 2)). This ensures thatdmin = n − k = n − 2.
 In matrix language, every(g, g + 1) submatrix ofP (whereP is the sub matrix of
 the systematic generator matrix of the form[I, P ]) has a(g, g) submatrix whose
 determinant is a unit.
 • In general if choose any three locationsi, j, k of any codeword. All these three loca-
 tions cannot be zero identically. This implies that in the associated(2, 3) submatrix
 the rows are dependent. This leads to the condition that atleast one of the(2, 2) sub-
 matrix has to be a unit inZm or the greatest common divisor of the determinants of
 (2, 2) submatrices has to be an unit inZm. In Zm it is possible to have(2, 3) ma-
 trix whose(2, 2) submatrices have zero divisors as determinants such that greatest
 common divisor of these determinants is an unit inZm.
 • Consider any(g, g + 1) submatrix ofP . If the determinants of all(g, g) submatrices
 are zero divisors then the greatest common divisor of the determinants must be an
 unit. Otherwise we will have a code word inC whosed1 ≤ n− 3. In both the rows
 of the generator matrix zero divisors are chosen such that they are relatively prime
 , i.e., the greatest common divisor of all(1, 1) submatrices of any(1, 2) submatrix
 is an unit. Now consider(2, 2) submatrices of any(2, 3) submatrix. Here the great-
 est common divisor of the determinants of all(2, 2) submatrices has to be an unit.
 Therefore in each row we have maximums zero divisors corresponding different
 prime powers in the prime factorization ofm.
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 The generator matrixG can be rewritten as (if the code is not generated by minimum weight
 code words)
 G =
 1 0 α3 α4 . . . αs+2 γs+3 . . . γn
 0 1 β3 β4 . . . βs+2 1 . . . 1
 (5.11)
 Letαi, βi for i > (s+ 2) be units inZm. Thenγi = αi
 βifor i > s+ 2 are units inZm. αi, βi
 for 3 ≤ i ≤ s + 2 are zero divisors. The zero divisors are chosen such that pairwise they
 relatively prime on each row.
 Example 5.3 The generator matrix of a[n, 2] NMDS code overZ6 is (Here we have
 p1 = 2 andr1 = 1. Alsop2 = 3 andr2 = 1).
 G =
 1 0 2 3 1 1
 0 1 3 2 1 1
 (5.12)
 Here the length of the code is6. It is easy to see thatd1 = 4
 We can similarly analyze the generator matrix forAMDS codes withk = 3 overZm. Now
 we obtain the general systematic generator matrix characterization ofAMDS codes over
 Zm.
 Theorem 5.1 An [ n k ] linear code overZm, wherem = pr11 p
 r22 p
 r33 . . . prs
 s (wherepi 1 ≤i ≤ s are prime numbers,p1 the smallest prime number) with systematic generator matrix
 G = [Ik,k Pk,(n−k)] is anAMDS code if and only if every(g, g + 1) submatrix has(g, g)
 submatrices with the following properties:
 • there exists atleast one(g, g) submatrix whose determinant is a unit inZm or
 • if the determinants of all the(g, g) submatrices are zero divisors the greatest common
 divisor of these determinants is an unit inZm. equal to one.
 Proof: Let us assume that the[ n k ] code isAMDS. Therefored1 = n − k. Consider
 any code word which is a the linear combination ofg rows of the the generator matrix.
 From theI part of systematicG matrix the codeword hasg non-zero elements. Therefore
 in any codewordc = (c1, c2, . . . , cn) there are utmostg locations such thatci = 0 for
 k + 1 ≤ i ≤ n. Consider any(g, g + 1) submatrix ofP matrix. The linear combination
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 of g rows of a(g, g + 1) submatrix ofP there can be utmostg zeros. This implies that the
 greatest common divisor of the determinants of the(g, g) submatrices is an unit or one of
 the (g, g) submatrix has a determinant which is an unit. This proves thetheorem in one
 direction. To prove that code isAMDS if the condition stated in the theorem we proceed
 as follows: From the condition of theorem we know that there are utmostg zeros in the
 linear combination ofg rows of the generator matrix. Therefored1 = n− k. �
 5.3.3 Dual Code of an[ n k ] Code overZm
 Consider an[ n k ] codeC over Zm, m = pr11 p
 r22 p
 r33 . . . prs
 s , pi 1 ≤ i ≤ s are prime
 numbers and letp1 be the smallest prime number. LetC be generated by a systematic
 generator matrix withG = [Ik,k Pk,(n−k)] whereIk,k is the identity matrix andPk,(n−k) is
 a matrix overZm. The dual of the codeC with parameters[n (n− k)] is generated by the
 [−P Tk,(n−k) In−k,n−k] matrix.
 From theorem(5.1) it can be seen that the dual code isAMDS if and only if the every
 (g, g+ 1) matrix of−P Tk,(n−k) has either atleast on(g, g) submatrix whose determinant is a
 unit or has(g, g) submatrices such that the greatest common divisor of the determinants is
 an unit (if the determinants of all(g, g) submatrices are zero divisors inZm).
 Corollary 5.1.1 The[ n (n− k) ] dual codeC⊥ of codeC generated by the matrix[
 −P Tk,(n−k)I(n−k),(n−k)
 ]
 isAMDS if and only if for every(g, g+1) submatrix of−P Tk,(n−k)
 satisfies the following condition
 • the determinant of one of the(g, g) submatrices is an unit inZm or
 • if the determinants of every(g, g) submatrix of(g, g + 1) submatrix is a zero divisor
 then the greatest common divisor of the determinants of these (g, g) matrices must
 be an unit inZm.
 Proof: The proof follows along the same lines as in the case of theorem(5.1).�
 If the a codeC and its dual areAMDS we know that it isNMDS. In the following section
 we characterizeNMDS codes overZm.
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 5.3.4 Near MDS codes overZm
 Consider an[ n k ] code overZm. Let the code be generated by a generator matrixG =[I(k,k) P(k,n−k)
 ]. The dual code is generated byH =
 [
 −P T(k,n−k) I(n−k,n−k)
 ]
 . If an
 (j, j) submatrix ofP(k,n−k) is nonsingular we can easily see that the corresponding(j, j)
 submatrix in−P T(k,n−k) is also nonsingular. Also note thatλij is an unit inZm then−λij is
 also an unit inZm.
 An [nk ] codeC is defined asNMDS if codeC as well as its dual,C⊥, areAMDS codes.
 In terms of the generalized Hamming weight hierarchy an[nk ] codeC overZm is defined
 asNMDS if d1 = n− k anddi = (n− k + i) for 2 ≤ i ≤ k.
 In the following theorem we characterizeNMDS based on the systematic generator ma-
 trix.
 Theorem 5.2 LetG = [Ik,k Pk,n−k] be the systematic generator matrix of a linear Near-
 MDS codeC overZm. ThenC is NMDS iff every(g, g + 1) and(g + 1, g) submatrix ofP
 satisfies the following condition:
 • the determinant of atleast one(g, g) submatrix is an unit inZm or
 • if the determinants of every(g, g) submatrix of(g, g+ 1) submatrix be a zero divisor
 in Zm then the greatest common divisor of the determinants of these (g, g) matrices
 must be an unit inZm. Similarly for(g+ 1, g) submatrix if the determinants of every
 (g, g) submatrix is a zero divisor inZm then the greatest common divisor of these
 determinant must be an unit inZm.
 We prove this result in two different ways.
 First Proof: Here we characterizeNMDS code using the definition which states for a
 NMDS code the code as well as its dual areAMDS.
 Initially assuming that the code isNMDS we arrive the characterization of the systematic
 generator matrix. The generator matrix of the codeC overZm is given by[Ik,k Pk,n−k].
 Here the code isAMDS if and only if satisfies the condition given in theorem(5.1).The
 dual code generated by[−P T
 k,n−k In−k,n−k
 ]is alsoAMDS if and only if it satisfies the
 condition of theorem(5.1). Combining these results we get the following condition on
 every(g, g + 1) and(g + 1, g) submatrices of theP matrix:
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 • the greatest common divisor of the determinants of every(g, g) submatrix of every
 (g, g + 1) matrix ofP is one or atleast one(g, g) submatrix has a determinant which
 is an unitZm
 • the greatest common divisor of the determinants of every(g, g) submatrix of every
 (g + 1, g) matrix ofP is one or atleast one(g, g) submatrix has a determinant which
 is an unit inZm.
 Now assuming the conditions of the theorem we can easily showthat the code and its dual
 areAMDS. Therefore the code isNMDS. This completes the first proof.�
 Second Proof: The proof is along the same lines as in the case ofNMDS codes over
 finite fields. Here we explicitly prove thatd1 = n− k and the minimum support of any two
 dimensional subcode ofC is d2 = n− k + 2.
 First we prove the ’if part’. We have to show thatd1(C) = n− k andd2(C) = n− k + 2.
 Consider any one dimensional subcode generated by a minimumweight codeword ofC.
 In terms of linear combination of rows ofG, let
 c = (c1, c2, . . . , cn) =
 g∑
 j=1
 αjrij(5.13)
 whereij ∈ {1, 2, . . . , k}, j = 1, 2, . . . , g andrijis theij-th row ofG.
 The weight ofc within the firstk positions isg. We need to show that the weight in the last
 n − k positions is(n − k − g) or the number of zeros in the lastn − k positions isg. Let
 the number of zeros in the lastn− k positions ofc beλ > g. Choose anyg + 1 of theseλ
 positions and let these positions bej1, j2, . . . , , jg+1. Then
 [
 α1 α2 . . . αg
 ]
 ri1j1 ri1j2 . . . ri1jg+1
 ri2j1 ri2j2 . . . ri2jg+1
 ...... . . .
 ...
 rigj1 rigj2 . . . rigjg+1
 =[
 0 0 . . . 0]
 Since the greatest common divisor of determinants(g, g) submatrices is an unit inZm or
 one of the(g, g) submatrix has a determinant which is an unit inZm only α1 = α2 =

Page 97
                        
                        

5.3 Almost MDS codes overZm 86
 . . . αg = 0 is the solution of the above set of equation, which is a contradiction. Hence
 λ ≤ g andd1 = n− k. Also it follows that if there are more than one zero divisor on a row
 of theP submatrix then they are pairwise relatively prime.
 To prove thatd2(C) = n − k + 2 consider a two dimensional subcode generated by two
 codewordsc andd. If the size of the union of supports ofc andd is at leastn − k + 2
 then we are through. So, we need to consider the case where thesupport of bothc andd is
 within an identical set ofn− k + 1 locations. Letg of these locations be within the firstk
 positions and let
 c = (c1, c2, . . . , cn) =
 g∑
 j=1
 αjrij
 d = (d1, d2, . . . , dn) =
 g∑
 j=1
 βjrij(5.14)
 Consider an arbitrary linear combination ofc andd, i.e.,
 e = ac+ bd =
 g∑
 j=1
 (aαj + bβj)rij(5.15)
 There areg − 1 zeros in the lastn− k positions ofe. Let these bej1, j2, . . . jg−1. Then we
 have
 [
 aα1 + bβ1 aα2 + bβ2 . . . aαg + bβg
 ]
 ri1j1 ri1j2 . . . ri1jg−1
 ri2j1 ri2j2 . . . ri2jg−1
 ...... . . .
 ...
 rigj1 rigj2 . . . rigjg−1
 =[
 0 0 . . . 0]
 Since every(g, g−1) submatrix ofP has one(g−1, g−1) submatrices whose determinant
 is an unit or the greatest common divisor of the determinantsof all (g−1, g−1) submatrices
 is an unit inZm.
 There are two cases to consider
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 • In the first case the determinants of all(g − 1, g − 1) submatrices are not units and
 the greatest common divisor of the determinants is an unit. Therefore we can choose
 a paira andb such that the linear combination of the first(g − 1) rows is zero. For
 this paira andb the linear combination cannot be an all zero vector. Therefore d2 is
 not equal to(n− k + 1). It is therefore equal to(n− k + 2).
 • The second case is when the determinants of one of the(g − 1, g − 1) sub matrix
 is a unit. Without loss of generality we assume the firstg − 1 rows to constitute the
 submatrix whose determinant is unit and choosea andb such thataαg + bβg = 0.
 Then it follows thataαt + bβt = 0 for all t = 1, 2, . . . g − 1. Now, if bothαg andβg
 are non zeros, thenc andd are scalar multiple of one another which means the code
 is one dimensional. Henced2(C) = n− k + 2. (Note that from (1),d2(C) = n− k
 is not possible sinced1(C) = n− k.) If one of them is zero, sayβg = 0, thena = 0
 andbβt = 0 for all t = 1, 2, . . . g − 1 which is not true.
 This completes the proof for the if part.
 To prove the only if part: ForNMDS codesd1 = n−k. Consider a the linear combination
 of anyg rows of the generator matrix. The firstk columns of the generator matrix will have
 g non zero locations. For the code to haved1 = n−k, the lastn−k columns ofP submatrix
 must have(n−k−g) non zero locations. Consider any(g, g+1) submatrix of theseg rows
 from P submatrix. The linear combination of theseg rows cannot lead to a all zero vector
 in these(g + 1) locations. If sod1 will be (n− k − 1) or less. Therefore the determinants
 of the (g, g) submatrices must be relatively prime or one of the(g, g) submatrices has a
 determinant which is an unit inZm. This leads to the condition(g, g+ 1) submatrices ofP
 matrix.
 Also forNMDS codesd2 = n− k + 2. This we can easily prove by contradiction. If the
 all the determinants of(g, g) submatrices of(g + 1, g) submatrices ofP are not relatively
 prime we can see thatd2 < n−k+2. This leads to condition on every(g+1, g) submatrix
 of P . This completes the proof.�
 Example 5.4 The generator matrix of a[n, 2]NMDS code overZm is (let the the smallest
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 prime divisor ofm be2.
 G =
 1 0 1 0 1 1
 0 1 0 1 1 1
 (5.16)
 Here the length of the code is6. The maximum length possible by the previous theorem. It
 is easy to see thatd1 = 4 andd2 = 6. Also note that the code is generated by minimum
 weight vectors.
 Example 5.5 The generator matrix of a[n, 2]NMDS code overZm is (let the the smallest
 prime divisor ofm be2)
 G =
 1 0 1 1 1
 0 1 0 1 1
 (5.17)
 Here the length of the code is5. The code word generated by a minimum weight code word
 and a code word of weight(dmin + 1). We see that the code achieves the maximum length
 possible if and only if it is generated by minimum weight vectors.
 5.4 AMDS Codes over Abelian Groups
 5.4.1 Preliminaries
 Let G be a finite group with a multiplicative operation and identity e. Codes over groups
 are discussed in [6] and [31].MDS codes over cyclic groups are discussed in [76].MDS
 codes over abelian groups are characterized in [78].
 Definition 5.8 Let G andH be any groups. The functionφ : G → H is said to be a
 homomorphism ofG intoH if φ(xy) = φ(x)φ(y) for all x, y in G.
 Definition 5.9 Two groupsG andH are said to be isomorphic if there is a bijectionφ of
 G ontoH such that ifφ(xy) = φ(x)φ(y) for all x, y in G.
 Definition 5.10 An endomorphism of a groupG is a homomorphism ofG into itself, and
 an automorphism ofG is an isomorphism ofG onto itself.
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 Proposition 5.2.1 ([31]) Let G be any group. Then every homomorphismφ : G × G ×. . .×G→ G ofGk intoG admits canonical decomposition
 φ(x1, . . . , xk) =
 k∏
 j=1
 φj(e, . . . , e, xj, e, . . . , e)
 The direct product ofG forms a group. Note thatφj(e, . . . , e, xj , e, . . . , e) is essentially an
 endomorphism ofG. φj(e, . . . , e, xj, e, . . . , e) = φ1j(e)φ2j(e) . . . φjj(xj) . . . φkj(e), where
 φij for j = 1, 2, 3, . . . , k arek endomorphisms ofG. We say thatφi decomposes as thesek
 endomorphisms.
 A block code of lengthn overG is any non-empty subset of then-fold direct productGn,
 i.e., of the set of all then-tuples of group elements. We assume that the group order| G |to be finite. The dimension of a codeC is k = log|G| | C | symbols per block, where| C |is the code size, bounded above by| G |n. The code rate isr = k
 n. The Hamming distance
 between two code words is the number of positions in which they differ. Let I denote the
 index set ofn-tuples ofC. An information set ofC is any index subsetJ ⊆ I of size
 | J |= k such that everyk-tuple of elements ofG occurs inJ precisely once as the code
 words run throughC. EveryC has an information set. A linear block code overG is a
 subset of| G |n that forms a group, i.e., is a subgroup of| G |n.
 Definition 5.11 An [ n k ] codeC over a groupGn is defined to be generalized linear code
 if (x1, x2, x3, . . . xn) and(y1, y2, . . . , yn) are in the code then(x1⊕y1, x2⊕y2, . . . , xn⊕yn)
 is also an element of the code. Here⊕ denotes the binary group operation.
 Definition 5.12 An [ n k ] systematic block codeC with block lengthn and dimensionk
 over a groupG is a subgroup ofGn with order | G |k formed byn-tuples
 (x1, x2, . . . , xk, y1, . . . , yn−k)
 with yi = φi(x1, x2, . . . , xk) whereφi are (n− k) homomorphisms fromGk intoG.
 In generalφi is a map fromGk intoG. For linearity these maps must be homomorphisms
 [31].
 The notion of support and Hamming weight hierarchy follows can be generalized to codes
 over groupG as follows.
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 Definition 5.13 (Support) LetC be any code over a groupG and letB be any subset ofC.
 The the support ofB is supp(B) = {i | ∃a, b ∈ Bsuch thatai 6= bi}. If the size ofB is one
 we define thesupp(B) = 1
 Definition 5.14 Let C be a code over a group of lengthn. The we define the following
 functionSC(m) = minB⊆C |B|=m≥2Supp(B)
 Definition 5.15 Let the sequenced1, d2, . . . , dl of generalized Hamming weights be defined
 such thatd1 < d2 < . . . < dl, andd1, d2, . . . , dl are distinct values ofSC(m) for m =
 2, 3, . . . ,#C #C denotes the cardinality ofC. FurtherMi = max{m ∈ {2, 3, . . . ,#C} |SC(m) = di} for i = 1, 2, . . . l.
 Definition 5.16 The generalized Hamming Weight hierarchy of a codeC over a groupG
 is the set{(d1,M1), (d2,M2), . . . , (dl,#C)}
 Definition 5.17 Consider a finite groupGwith cardinalitym. If an code[n, k = logm(#C)]
 codeC over a groupG is anMDS code then the Hamming weight hierarchy ofC is
 {(d1 = n− k + 1,M1 = m), (d2 = n− k + 2,M2 = m2), . . . , (dk = n,#C)}
 Definition 5.18 Consider a finite groupGwith cardinalitym. If an code[n, k = logm(#C)]
 codeC over a groupG is anAMDS code thend1 = n− k
 The group of characters of an abelian groupG can be used to define the dual code of a
 group code overG. The group of characters is isomorphic to the groupG, and hence the
 characters can be indexed by the elements ofG in accordance with the isomorphism.
 Definition 5.19 Let C be an(n, k) group code overg. The dual code denoted byC⊥ is
 defined as
 C⊥ = {(y1, y2, . . . , yn) ∈ Gn|n∏
 i=1
 ηxi(yi) = 1, ∀(x1, x2, . . . xn) ∈ C} (5.18)
 whereηg denotes the character ofg corresponding tog ∈ G, and1 is the identity element
 of the group ofnth roots of unity in the complex field. The dual codes of group codes over
 abelian groups have been characterized in [76], [77].
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 Definition 5.20 Consider a finite groupG with cardinalitym. An [n, k = logm(#C)]
 codeC over a groupG defines anNMDS code if the codeC and its dualC⊥ areAMDS
 codes.
 We use this definition to characterizeNMDS over groups fromAMDS code and its dual
 code over groups.
 5.4.2 Matrix Characterization of AMDS Codes over Abelian Groups
 Definition 5.21 A systematic[nk] linear group code over an abelian groupG is a subgroup
 ofGn with order| G |k described by(n− k) homomorphismsφl for l = 1, 2, . . . , (n− k),
 ofGk ontoG. Its codewords are of the form(x1, . . . , xk, xk+1, . . . , xn) where
 xk+l = φl(x1, . . . , xk) = ⊕kj=1φl(e, . . . , e, xj , e, . . . , e), l = 1, 2, . . . , (n− k) (5.19)
 wheree is the identity element of the groupG. ⊕ denotes binary operation of the group.
 Every codeword of a(k + s, k) group code is of the form
 (x1, x2, . . . , xk, xk+1, xk+2, . . . , xk+s) = (x1, x2, . . . , xk, φ1(x1, . . . , xk),
 φ2(x1, x2, . . . , xk), . . . , φs(x1, x2, . . . , xk))
 = (x1, x2, . . . , xk, ψ11(x1) ⊕ . . .⊕ ψk1(xk),
 , . . . , ψ1s(x1) ⊕ . . .⊕ ψks(xk))
 (5.20)
 wherexi ∈ G, i = 1, 2, . . . , k, φjl ∈ End(G), j = 1, 2, . . . , k, 1 ≤ l ≤ s. The homo-
 morphismφl is said to decompose in terms of the elements ofEnd(G) and is written as
 φl = ψ11ψ21 . . . ψk1 for 1 ≤ l ≤ s.
 Definition 5.22 For a (k + s, k) group codeC overG, defined by the homomorphisms
 {φ1, φ2, . . . , φs}, thek × s matrix overEnd(G), denoted byΨ,
 Ψ =
 ψ11 ψ12 . . . ψ1s
 ψ21 ψ22 . . . ψ2s
 ...... . . .
 ...
 ψk1 ψk2 . . . ψks
 (5.21)
 whereφl = ψ1lψ2l . . . ψkl, for l = 1, 2, . . . , s, is called the associated matrix of the code
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 Every matrix of the form (5.21) defines a(k + s, k) group code overG. Moreover, when
 this matrix operates on an element(x1, x2, . . . , xk) ∈ Gk (information vector) gives the
 check vector(xk+1, xk+2, . . . , xk+s as given below:
 [xk+1 xk+2 . . . xk+s] = [x1 x2 . . . xk]Ψ
 or
 [xk+1 xk+2 . . . xk+s]tr = Ψtr[x1 x2 . . . xk]
 tr
 wherexk+l = ψ1l(x1) ⊕ ψ2l(x2) ⊕ . . . ψkl(xk) for l = 1, 2, . . . s. The generator matrix
 which operates on an information vector gives the corresponding codeword is given by
 ψI ψe . . . ψe | ψ11 ψ12 . . . ψ1s
 ψe ψI . . . ψe | ψ21 ψ22 . . . ψ2s
 ...... . . .
 ......
 ...... . . .
 ...
 ψe ψe . . . ψI | ψk1 ψk2 . . . ψks
 (5.22)
 The associated matrixΨ in (5.21) is overEnd(G) which is in general a non-commutative
 ring. In the case of linear codes overGF (pm) the associative matrix isΨ is overGF (pm).
 In the case of codes over cyclic group of cardinalitym, Cm, the associated matrix is over
 Zm, a commutative ring. For codes overG the associated matrix in general is over a non-
 commutative ring and the conventional notions of determinant and singularity of matrices
 do not carry over directly.
 Theorem 5.3 A (k+s, k) group code overG, defined by homomorphisms{φ1, φ2, . . . , φs}isAMDS if and only if every(g, g + 1) submatrix of the associated matrix of the form
 Ψg,g+1 =
 ψi1j1 ψi1j2 . . . ψi1jg+1
 ψi2j1 ψi2j2 . . . ψi2jg+1
 ...... . . .
 ...
 ψigj1 ψigj2 . . . ψigjg+1
 (5.23)
 for 1 ≤ ik ≤ g, 1 ≤ jk ≤ (g + 1), g = 1, 2, . . . , min{s, k}, has
 • atleast one(g, g) submatrix which represents an automorphism ofGg or
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 • if every(g, g) submatrix represents an endomorphism ofGg then the intersection of
 the kernels of the endomorphisms is only the identity element ofGk.
 Proof: Consider the associated matrix given by equation(5.21). Suppose all the(g, g + 1)
 submatrices satisfy the conditions given in this theorem wehave to show that the code is
 AMDS. Consider a codewordc = (c1, c2, . . . , ck, ck+1, ck+2, . . . , ck+s). We haveck+i =
 ψ1i(c1) ⊕ ψ2i(c2) ⊕ . . . ⊕ ψki(ck) for 1 ≤ i ≤ s. Suppose only in(c1, c2, . . . , ck) only g
 elements are non identity elements. Then we have the following relationck+i = ψj1i(cj1)⊕ψj2i(cj2)⊕ . . .⊕ψjgi(cjg
 ) for 1 ≤ i ≤ (g+ 1). Since every(g, g+ 1) submatrix has atleast
 on(g, g) submatrix which is an automorphism or the kernel of endomorphisms represented
 by the (g, g) submatrices are non intersecting atleast one of the elements ck+i is an non
 identity element. Since this is true for every(g, g + 1) submatrix of the associated matrix
 the code isAMDS.
 Now assuming that the code isAMDS show that the condition of the theorem is satisfied.
 Choose a codewordc of minimum weight. Letc11 , ci2, . . . , cig be nonzero elements inc.
 Consider a set of homomorphismsψi1 , ψi2 , . . . , ψig . If these homomorphisms are such that
 they do not satisfy the conditions given in the theorem we have a codeword of weight≤g+s−(g+1) = (s−1). Then the code is not anAMDS. This is contrary to the assumption
 that the code isAMDS. Thus the defining homomorphisms satisfy the conditions given
 above.�
 5.4.3 AMDS Codes over Cyclic GroupCm
 We specialize to the case where the groupG is a cyclic groupCm, i.e., a cyclic group of
 orderm. The set of homomorphisms which describe aAMDS code are described in the
 following paragraphs.
 Definition 5.23 An homomorphismφ : Ckm → Cm is called a distance non decreasing
 homomorphism(DNDH) if eitherKφ = {~e} or dmin(Kφ) = 1, where~e is the identity el-
 ement ofCkM ,Kφ denotes the kernel ofφ anddmin stands for minimum Hamming distance.
 Lemma 5.3.1 An homomorphismφ1 fromCkm toCm whereφ1 = φ11φ21 . . . φk1 isDNDH
 iff atleast one ofφi1 for 1 ≤ i ≤ k is an endomorphism ofCm.
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 Proof: Assume thatφ is aDNDH. Therefore we know thatdmin(Kφ) = 1. This implies
 that atleast one ofφi1(xi) is an endomorphism sinceφi1(xi) = e for xi 6= e. Similarly
 assuming that one ofφi1 is an endomorphism we can conclude thatφ1 is anDNDH. �
 Lemma 5.3.2 A (k+1, k) group code isAMDS if and only if the defining homomorphism
 isDNDH
 Proof: Assuming that the defining homomorphism isDNDH we can prove that the(k +
 1, k) code is anAMDS as follows. Essentially have to show thatd1 = 1. This follows
 from the definition ofDNDH, i.e.,dmin(Kφ1) = 1.
 Assuming that the code isAMDS, we havedmin = 1. Therefore there exists ak-tuple xin
 Gk with weight one such thatφ(x) = e. Therefore it follows thatdmin(Kφ1) = 1. �
 The definition ofDNDH can be extended to a set of homomorphisms from theCkm toCm,
 whereCm is a cyclic group,Ckm is a direct product of the cyclic group, as follows:
 Definition 5.24 Let {φ}i=si=1 denoted asΦs be a set of homomorphisms fromCk
 m → Cm
 denoted asΦ(s). LetKφ1φ2...φsdenoteKφ1 ∩ Kφ2 ∩ . . .Kφs
 whereKφiis the kernel of
 φi. Φs is said to be a distance non decreasing set of homomorphisms,(DNDSH), if the
 following conditions are satisfied:
 • the homomorphisms do not constitute a set ofDISH
 • for all 1 ≤ r ≤ s dmin(Kφi1φi2
 ...φir) ≥ r or
 • Kφi1φi2
 ...φir= {~e}
 Lemma 5.3.3 A (k+2, k) group code is anAMDS code if and only if the defining homo-
 morphism,Φ = φ1φ2, constitute aDNDSH.
 Proof: We can prove this lemma along the lines of the characterization of(k+1, k)AMDS
 codes. Initially assuming that homomorphisms areDNDSH we prove that the code is
 AMDS, i.e., we show thatdmin = 2.
 • To prove thatd1 = 2. Since theΦ is set ofDNDSH. Eitherdmin(Kφi) = 1 or
 dmin(Kφi) = 2 for i ∈ {1, 2}. If dmin(Kφi
 ) = 1 for i = 1 or i = 2 then the
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 correspondingφi is an endomorphism. Without loss of generality we can takei = 1.
 For anx ∈ G which in the kernel ofφ1 the weight of the codeword is2. Therefore
 dmin = 2. Hence the code isAMDS.
 • If dmin(Kφi) = 2 for i = 1 and i = 2 then bothφ1 andφ2 are automorphisms.
 In this case ifdmin(Kφ1φ2) is also3 the code isMDS. Then it follows that the
 homomorphisms are notDNDSH. Thereforedmin(Kφ1φ2) = 2. Hence there exists
 x ∈ Gk such thatx ∈ KΦ. Therefore thedmin, i.e,d1 = 2. The code isAMDS.
 To prove in the reverse direction we assume that the code isAMDS and show that the
 defining homomorphisms constitute aDNDSH. The(k + 2, k) code over the groupCm
 isAMDS implies thatd1 = 2. We will show that the defining homomorphismΦ = φ1φ2
 is aDNDSH.
 • dmin = 2 this implies that eitherdmin(Kφ1φ2) is 2 or dmin(Kφi) = 1 for i ∈ {1, 2}.
 dmin(Kφi), for i = 1 or2 equals to1 implies that atleast one of the component homo-
 morphisms ofφi is an endomorphism. In general we can say thatdmin(Kφ1φ2) ≥ 2.
 or dmin(Kφi) ≥ 1. Moreover also note that inequality fordmin(KΦ) is not a strict
 inequality as in the of DISH [76]. Therefore the defining homomorphisms constitute
 a set ofDNDSH.
 �
 Theorem 5.4 A (k+s, k) group code isAMDS if and only if the defining homomorphisms
 Φs constitute a set ofDNDSH.
 Proof: The proof is along the lines of the proof for(k + 2, k) AMDS group code.
 Assuming that the set of homomorphisms{φ1, φ2, . . . , φs} constitute a set ofDNDSH
 we will show that the(k + s, k) code isAMDS. SinceΦ = φ1φ2 . . . φs constitute a set
 of DNDSH there exitsφi1φi2 . . . φir where1 ≤ r ≤ s such thatdmin(Kφi1φi2
 ...φir) =
 r. Therefore there existsx ∈ Gk such thatx ∈ Kφi1φi2
 ...φirwith Hamming weightr.
 Therefore the Hamming weight of the associated code word isr + (s− r) = s. Therefore
 dmin of the(k + s, k) code iss. Hence the code isAMDS.
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 Now assuming that the code isAMDS to show that the set of defining homomorphisms
 constitute aDNDSH. Since the code isAMDS we know that thedmin of the(k + s, k)
 code iss. Choose a code word with minimum weight. Let the number of nonidentity
 elements in the chosen minimum weight codeword in the locations(k + 1, k + 2, . . . , k +
 s) be r (i.e. the number locations where identity element occurs is(s − r)). Therefore
 there exist a set of homomorphismsφi1φi2 . . . φis−rsuch thatdmin(Kφi1
 φi2...φis−r
 ) = (s −r). In generaldminKφ11φi2
 ...φir≥ r for every r, where1 ≤ r ≤ s. Hence the set of
 homomorphisms constitute aDNDSH. This completes the proof.�
 Let C be an(n, k) systematic group code overG, defined by homomorphismsφi for 1 ≤i ≤ (n − k). Then it is shown in [77] that the dual of the codeC denoted asC⊥ is an
 (n, n− k) code defined byφ1, φ2, . . . , φk whereφi,j = φdj,i. In terms of generator matrices
 if [I | Φ] generates the codeC then it dual has the generator matrix[(Φd)tr | I], where[Φd]
 is the matrix obtained by replacing each entry of[Φ] by its dual.
 Proposition 5.4.1 An (k + s, k) code over a cyclic group isNMDS if and only if
 • the defining set of homomorphisms,Φ, constitute a set ofDNDSH
 • the dual of the defining set of homomorphisms,Φ, also constitute aDNDSH.
 Proof: The proof follows from the fact that if the code as well as its dual areAMDS then
 the code isNMDS. From the characterization ofAMDS code we know that the code is
 AMDS if and only if the defining homomorphism is DNDSH. Therefore if the defining
 homomorphism and its dual areDNDSH the code isNMDS. �
 5.4.4 Matrix Characterization of AMDS Codes over Cyclic Groups
 Every endomorphism ofCm is uniquely defined by the image of the generator ofCm under
 the endomorphism. Moreover, the ring of endomorphisms ofCm is isomorphic toZm, the
 ring of integers modulom. An endomorphismφ(g) = gλ, whereg is the generator ofCm is
 an automorphism iffλ is relatively prime tom, or equivalently,λ is a multiplicative unit in
 the ringZm.
 Definition 5.25 For a (k + s, k) group codeL overCm, given by
 L = {(x1, . . . , xk, φ1(x1, . . . , xk), . . . , φs(x1, . . . , xk))/xi ∈ CM , i = 1, 2, . . . , k} (5.24)
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 the k × s matrix overZm, denoted byΛ, Λ = [λij]k×s whereφj = ψ1jψ2j . . . ψkj , for
 j = 1, 2, . . . , s andψij(g) = gλij wherei = 1, 2, . . . , k, is called the associated matrix of
 the code L.
 The generator matrixG of L can then be written asG = [Ik×k | Λ], whereIk×k denote
 the (k × k) identity matrix, and the codeword corresponding to the information vector
 (xi, x2, . . . , xk) is given by[x1x2 . . . xk] G. The dual codes of group codes over abelian
 groups have been characterized in [76], [77]. Specializingthe characterization to codes
 over cyclic groups leads to the following.
 Theorem 5.5 [77] If the generator matrix of group code over a cyclic groupis [I | Λ],
 whereΛ is the associated matrix. Then the generator matrix of the dual code is[−ΛT | I].
 It is easy to see that the for every(g + 1, g) submatrix of−ΛT has atleast one(g, g) sub-
 matrix whose determinant is a unit ofZM if the associated(g, g + 1) submatrix ofΛ has
 atleast one(g, g) submatrix whose determinant is a unit ofZM .
 The parity check equations arexκ+u = Σki=1xiλiu, u = 1, 2 . . . , s which when put in the
 matrix form, become
 [−ΛT | − Is×s][x1, x2, . . . , xk+s]T = [Os×1] (5.25)
 The parity check matrix, denoted byH, is given byH = [−ΛT |Is×s].This parity check
 matrixH can be obtained from the parity check matrix given in [6], [7]for group codes
 over abelian groups by specializing to cyclic groups. The associated matrix of a group code
 uniquely defines the code. Therefore follows that a necessary condition for a group code
 overCm to beAMDS is that all the entries of its associated matrix representDNDSH.
 The complete characterization is given in the following theorem.
 Theorem 5.6 A (k+s, k) group codeL = (x1, . . . , xk, φ(xi,...,xk), . . . , φs(x1, . . . , xk)) over
 Cm isAMDS iff
 • Consider every(h, h+1) submatrixh = 1, 2, . . . ,min{s, k}, of the associated matrix.
 Then the determinants of(h, h) sub matrices of each(h, h+ 1) submatrix satisfy the
 following condition: atleast one of them has a determinant which is a unit inZm or
 the greatest common divisor of the determinants is a unit inZm.

Page 109
                        
                        

5.4 AMDS Codes over Abelian Groups 98
 Proof: This is same as the characterization of theAMDS code overZm (theorem(5.1)).�
 Give the associated matrix of an(k + s, k) code over the cyclic group we know the associ-
 ated matrix of the dual code. If the code is generated by[I | Λ] the dual code is generated
 by [−ΛT | I]. Also if the sub matrices of[−ΛT | I] satisfy the conditions needed for the
 code to beAMDS then the(k + s, k) code isNMDS. This is stated as the following
 theorem.
 Theorem 5.7 A (k+s, k) group codeL = (x1, . . . , xk, φ(xi,...,xk), . . . , φs(x1, . . . , xk)) over
 Cm isNMDS iff
 • Consider every(h, h+1) submatrixh = 1, 2, . . . ,min{s, k}, of the associated matrix.
 Then the determinants of(h, h) sub matrices of each(h, h+ 1) submatrix satisfy the
 following condition: atleast one of the(h, h) submatrix has a determinant which is an
 unit in Zm or the greatest common divisor of the determinants of(h, h) submatrices
 is a unit inZm. are pairwise relatively prime.
 • Consider every(h + 1, h) submatrix,h = 1, 2, . . . ,min{s, k}, of the associated ma-
 trix. Then the determinants of(h, h) sub matrices of each(h+1, h) submatrix satisfy
 the following condition: atleast one of them has a determinant which is an unit inZm
 or the greatest common divisor of the determinants of(h, h) submatrices is a unit in
 Zm.
 Proof: Follows is same as characterization ofNMDS codes overZm (theorem(5.1)).�
 5.4.5 Nonexistence Results ofAMDS codes over Cyclic GroupCm
 m is a Power of a Prime
 In this section we restrict our discussion to the case wherem is a power of a prime say
 m = pd.
 First we consider the cases(k + 1, k) and(k + 1, 1) codes overCpd.
 For (k + 1, k) codes the associated matrix is of the form[λ11 λ21 . . . λk1 ]T where each
 entry is an element ofZpd. If atleast oneλi1 is a zero divisor then the code is anAMDS
 code. Each entry can occur any number of times.
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 Lemma 5.7.1 OverCpd, (k + 1, k) AMDS groups codes exist for all values ofk, p andd
 if all there exits at least one entry in the associated matrixwhich is a zero divisor.
 For (k + 1, 1) codes, dual of a the(k = 1, k) code, the associated matrix is of the form
 [−λ11 − λ21 . . . − λk1] where each entry is an element ofZpd. If the greatest common
 divisor of every pair(−λi1,−λj1) is is an unit inZpd then the code is anAMDS code.
 Therefore form = pd any multiple ofp occurs once and all the other−λi1’s are unit inZm.
 This can be stated as an lemma as follows:
 Lemma 5.7.2 OverCpd, (1 + k, 1) NMDS groups codes exist for all values ofp andd if
 the following conditions are met Let[−λ11 − λ21 . . . − λk1] be the associated matrix.
 • greatest common divisor of every pair(−λi1,−λj1) is an unit inZpd or one of the
 elements of the pair is an unit inZpd.
 • one of the(−λi1) is a zero divisor.
 Proof: Follows from the condition on every(1, 2) submatrix of the associated matrix
 (theorem(5.1)).�
 Consider(k + 2, k) codes overCpd. The associated matrix is of the form
 λ11 λ12
 λ21 λ22
 ......
 λk1 λk2
 (5.26)
 whereλij ∈ Zpd, ∀i = 1, 2; j = 1, 2, . . . , k. Taking all the entries to be units, for the code
 to beAMDS, we require that for any(1 × 2) sub matrix the greatest common divisor of
 the elements be an unit inZm or one of the(1, 1) submatrices is an unit inZm.
 Lemma 5.7.3 OverCpd, (k+2, k) AMDS groups codes exists for all values ofk, p andd
 Consider the dual of(k + 2, k) code, i.e. the(k + 2, 2) code. The associated matrix is
 −λ11 −λ21 . . . −λk1
 −λ12 −λ22 . . . −λk2
 (5.27)
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 For the dual code to beAMDS every(2, 3) sub matrix of the associated matrix has(2, 2)
 submatrices whose determinants are pair wise relatively prime or has atleast one(g, g)
 submatrix which is an unit. Therefore the maximum possible length is2 + 2 + 2(p − 1).
 Since there are(p− 1) units, two information symbols and one zero divisor.
 Lemma 5.7.4 OverCpd, (k+2, 2)AMDS groups codes exists for values ofk ≤ 2+2(p−1).
 We can generalize the above result as follows:
 Theorem 5.8 OverCpd, for all values ofd and fors ≥ 2, k ≥ 2, (k+ s, s) AMDS groups
 codes exist fork ≤ 2 + 2(p− 1).
 Generalm
 Let the prime factorization of the integerm be pd11 p
 d22 p
 d33 . . . pdr
 r , wherep1, p2, . . . , pr are
 distinct primes.
 Lemma 5.8.1 OverCm, wherem = pd11 p
 d22 p
 d33 . . . pdr
 r , with all primes distinct,(k + s, s)
 AMDS group codes, for alls, k ≥ 2, do not exist ifk ≥ r + 2(p − 1), wherep =
 min{p1, p2, . . . , pr} andr is the number of distinct primes in the prime factorization of m
 Proof: Let the associated matrix of a(k + s, k) group code overCm be Λ. Consider
 every (1, 2) sub matrix ofΛ. Either one of the entries is an unit inZm or the greatest
 common of divisor is one. This holds for every(1, 2) submatrix. Therefore each row can
 have utmostr zero divisors corresponding to some power of the distinct primes. Also every
 (2, 3) submatrix has a(2, 2) submatrix whose determinant is an unit or the greatest common
 divisor of the determinant of(2, 2) submatrices is one. Therefore each row can have utmost
 two units which lie in the same coset modulo the smallest prime divisor ofm. Putting both
 the conditions together we get the result.�
 For the dual code the result can be stated as follows:
 Lemma 5.8.2 OverCm, wherem = pd11 p
 d22 p
 d33 . . . pdr
 r , with all primes distinct, Consider
 the dual of(k + s, s) AMDS group codes, for alls, k ≥ 2. Such codes do not exist if
 s ≥ r + 2(p− 1), wherep = min{p1, p2, . . . , pr} andr is the number of distinct primes in
 the prime factorization ofm
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 Combining the two lemmas we can state the following result for NMDS codes as follows:
 Lemma 5.8.3 OverCm, wherem = pd11 p
 d22 p
 d33 . . . pdr
 r , with all primes distinct,(k + s, s)
 NMDS group codes, for alls, k ≥ 2, do not exist if max{s, k} ≥ r + 2(p − 1), where
 p = min{p1, p2, . . . , pr} andr is the number of distinct primes in the prime factorization
 ofm
 Note that for the code to beNMDS the code as well as its dual must beAMDS.
 5.5 Conclusion
 In this chapter we have obtained the systematic generator matrix characterization ofAMDS
 andNMDS codes overZm. Further we have characterizedAMDS andNMDS codes
 over abelian groups. Specializing to cyclic groups we have obtained systematic gener-
 ator matrix characterization forAMDS andNMDS codes. We have also obtained non-
 existence results for these codes over cyclic groups. It is interesting to see if it is possible to
 obtain a quasi-determinant type of characterization forAMDS codes over abelian groups.
 This is a interesting direction for further work.
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Chapter 6
 Matrix Characterization of Linear
 Codes with Arbitrary Hamming Weight
 Hierarchy
 1
 6.1 Introduction and Preliminaries
 Let C be an[n, k] linear code overFq. Let χ(C) be the support ofC, defined by,χ(C) =
 {i | xi 6= 0 for some(x1, x2, . . . , xn) ∈ C}. Ther-th generalized Hamming weight ofC is
 then defined asdr(C) = min{| χ(D) |: D is anr−dimensional subcode of C} [28], [29],
 [72]. The sequence(d1(C), d2(C), · · · , dk(C)) is called the Hamming Weight Hierarchy
 (HWH) of C. The notion of HWH has been found to be useful in several applications.
 The HWH characterizes the performance ofC on the Type-II wire-tap channels [44]. The
 HWH also finds application in the following areas: state complexity of trellis diagrams of
 codes [32], t-resilient functions [72] and designing codesfor the switching multiple access
 channel [61].
 A linear [n, k, d] code satisfying the Singleton boundd ≤ n−k+1 with equality is called a
 Maximum Distance Separable (MDS) code [51]. All Reed-Solomon (RS) codes are MDS.
 1Part of the results of this chapter has appeared in [67] and have been communicated as [70]
 102
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 The lengths of RS codes are at most the size of the alphabet andhence are short. Moreover,
 all known MDS codes are such that there is an RS code (with slight modifications) with
 identical parameters [74]. The problem of obtaining the maximal length of MDS codes,
 in general, is still open. Algebraic Geometric (AG) codes [54] are a generalization of
 RS codes with minimum distances deviating from the Singleton bound by a small quantity
 known as the genus of the curve over which the code is defined and the length of the code is
 determined by the number of rational points on the curve. It was shown in [59] that the class
 of AG codes contains codes that exceed the Varshamov-Gilbert bound [39]. Hence, to find
 long codes, codes with minimum distance not reaching the Singleton bound, but deviating
 from it only slightly need to be studied in general. An explicit approach to this problem
 was developed by Dodunekov and Landgev [15; 16] by considering Near-MDS (NMDS)
 codes. The class of NMDS codes contains remarkable representatives as the ternary Golay
 code and the quaternary [11,6,5] and [12,6,6] codes as well as a large class of Algebraic
 Geometric codes [19]. The importance of NMDS codes is that there exist NMDS codes
 which are considerably longer than the longest possible MDScodes for a given size of
 the code and the alphabet. Also, these codes have good error detecting capabilities [17].
 Generalizations of NMDS codes like Almost-MDS codes [10] and several classes classes
 of codes with distances close to Singleton bound have been studied [43]. One such class
 of codes is the Near-Near-MDS codes, which we denote byN2-MDS codes [42]. Other
 classes of codes with generalized Hamming weights close to the generalized Singleton
 bound includeAµ-MDS codes, duallyAµ-MDS codes [43]. The generalized Singleton
 bound for an[n, k] codeC is given by
 dr(C) ≤ (n− k + r); 1 ≤ r ≤ k (6.1)
 and it is well known fact that the sequence of generalized Hamming weights is strictly
 increasing [72], i.e.,
 d1(C) < d2(C) < . . . < dk(C) = n (6.2)
 and the HWH of a code is related to that of its dual codeC⊥ as follows:
 {dr(C) | r = 1, 2, ..., k} ∪ {n + 1 − dr(C⊥) | r = 1, 2.., n− k} = {1, 2, ..., n}. (6.3)
 AMDS (Almost-MDS), NMDS (Near-MDS),N2-MDS (Near-Near-MDS) andAµ-MDS
 Codes : Linear [n, k, d] codes meeting the generalized Singleton bound 6.1 with equality
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 for everyr; 1 ≤ r ≤ k are MDS codes. Almost-MDS (AMDS) codes are the class of
 codes withd1(C) = n− k anddi(C) ≤ (n− k+ i) for all 2 < i ≤ k. Near-MDS (NMDS)
 codes are those with the following HWH:d1(C) = (n − k) anddi(C) = (n − k + i) for
 i = 2, 3, 4, . . . , k. Equivalently a code is NMDS iff thed1(C) = n − k andd1(C⊥) = k.
 Near-Near-MDS Codes (N2-MDS) are codes with the property thatd1(C) = (n− k− 1),
 d2(C) = (n − k + 1) anddi(C) = (n − k + i) for i = 3, 4, . . . , k [43], [42]. Aµ-MDS
 codes are those with the property thatd1(C) = (n− k + 1− µ) anddi(C) ≤ (n− k + i)
 for i = 2, 3, . . . , k [43].
 An [n, k] code is a NMDS iffd1(C)+d1(C⊥) = n, whered1(C) is the minimum Hamming
 distance of the code andd1(C⊥) is that of the dual code [15]. This implies that an[n, k]
 NMDS as well as its dual code are AMDS. NMDS codes can be characterized in terms of
 their check matrices and generator matrices as follows [15]: A linear [n, k] code is NMDS
 iff its check matrix satisfies (i) anyn− k− 1 columns of the parity check matrix are linear
 independent, (ii) there exists a set ofn− k linearly dependent columns in the parity check
 matrix and (iii) anyn−k+1 columns of the parity check matrix are of rankn−k. A linear
 [n, k] code is NMDS iff its generator matrix satisfies (i) anyk−1 columns of the generator
 matrix are linear independent (ii) there exists a set ofk linearly dependent columns in the
 generator matrix and (iii) anyk + 1 columns of the generator matrix are of rankk.
 Definition 6.1 (Defect, MDS-rank and DuallyAµ-MDS codes)The defectµi(C) of the
 i-th generalized Hamming weight of a codeC is defined asµi(C) = n − k + i − di(C)
 (µi(C) is zero for MDS codes for everyi, 1 ≤ i ≤ k) and the MDS-rank of an[n, k] code
 C is defined as the smallestη such thatdη+1 = n− k + η + 1. Aµ-MDS codes are a class
 of codes whereµ1(C) = µ, i.e.,d1(C) = n− k+1−µ. DuallyAµ-MDS codes are a class
 of codes consisting codesC such thatµ1(C) = µ1(C⊥) = µ.
 It is well known that a linear MDS code can be described in terms of its systematic generator
 matrix as follows: a linear code with systematic generator matrix [I | P ] is MDS iff every
 square submatrix ofP is nonsingular. Since MDS codes are characterized by the HWH
 dr(C) = n−k+r for 1 ≤ r ≤ k, the systematic generator matrix characterization of MDS
 codes can be viewed as the systematic generator matrix characterization of linear codes with
 specific generalized HWH:dr = n−k+ r; 1 ≤ r ≤ k. In this chapter, we generalize this
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 characterization to all linear codes in terms of their HWH. We also generalize the classes of
 NMDS andN2-MDS codes to what we callNµ-MDS codes and characterize these codes
 in terms of their systematic generator matrices using theirrespective HWH. Codes meeting
 the generalized Greismer bound are also characterized in terms of their systematic generator
 matrices and the systematic check matrix characterizationand the HWH of dually defective
 codes meeting the generalized Greismer bound are also reported.
 The contents of this chapter is organized as follows: In Section 6.2 we discuss the sys-
 tematic check matrix characterization of an arbitrary linear code with a specified HWH.
 We apply this systematic matrix characterization toAµ-MDS codes, NMDS codes andN2-
 MDS codes. Section 6.3 describes a class of codes which are close to Singleton bound
 called theNµ-MDS codes and presents their systematic matrix characterization. This class
 of codes includeAµ-MDS codes, NMDS codes andN2-MDS codes. In Section 6.4 we
 define a class of codes which we call dually defective codes. The matrix characterization
 of dually defective codes as well as of codes meeting the Greismer bound are obtained. We
 also arrive at the conditions for dually defective codes to meet the generalized Greismer
 bound.
 6.2 Systematic check matrix characterization in terms
 of HWH
 The following result from [21] gives a check matrix characterization of the HWH for a
 linear code which we will make use of to prove our main result presented in Theorem 6.1.
 Proposition 6.0.1 An [n, k] codeC with MDS-rankµ and a check matrixH has the HWH
 {di(C) | 1 ≤ i ≤ k} iff
 1. For everyi, every(di(C) − 1) columns ofH has rank greater than or equal to
 (di(C) − i).
 2. There existsdi(C) columns ofH for everyi, with rank equal to(di(C) − i).
 3. Every(n− k + µ) columns ofH are of full rank.
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 For[n, k] linear MDS codes or equivalently for linear codes with the HWH di(C) = n−k+ifor all i = 1, 2, · · · , k the systematic check matrix characterization assumes thatthe check
 matrix is in the form[I | P ] whereI is the(n−k)×(n−k) identity matrix. Since for MDS
 codes anyk coordinate positions can be taken as information symbols and the remaining as
 check symbols there always exists such a systematic check matrix. However, this need not
 be possible for arbitrary linear codes in general. But with suitable column permutations on
 the check matrix one can obtain a check matrix in the systematic form [I | P ] which in the
 strict sense is a check matrix for an equivalent code obtained by the coordinate permutation
 corresponding to the column permutations that led to the systematic form. In the sequel, we
 will always assume that the code under consideration has a check matrix in the systematic
 form [I | P ] with the understanding that we are dealing with the corresponding equivalent
 code. Then the conditions onP should be taken as conditions on the submatrix of the
 original code that correspond to check positions. With thisunderstanding we present our
 main result in the following theorem.
 Theorem 6.1 An [n, k] code with parity check matrixH = [I | P ] and MDS-rankη has
 the HWH,{di(C) = n− k + i− µi(C)} whereµi(C) ≥ 0 for 1 ≤ i ≤ k iff the following
 conditions are satisfied:
 1. For i < g ≤ min{di(C) − 1, k}, every(g + µi(C) + 1 − i) × g submatrix ofP has
 rank≥ (g − i+ 1).
 2. There exists ag, i < g ≤ min{di(C), k}, such that the rank of a(g + µi(C)− i)× g
 submatrix ofP is (g − i).
 3. For 1 < g ≤ min{(n− k), (k − η)} everyg × (g + η) submatrix ofP has rankg.
 Proof: We establish equivalence between the conditions of Proposition 6.0.1 and Theorem
 6.1. In the Part (i) of the proof we prove that the conditions of Proposition 6.0.1 imply
 those of Theorem 6.1 and in Part (ii) we prove the converse.
 Part (i): Letdi(C) = n − k + i − µi(C). From the condition 1 of Proposition 6.0.1, we
 know that every(n − k + i − 1 − µi(C)) columns ofH has rank greater than or equal to
 (n − k − µi(C)). Choose a set of(n − k + i − 1 − µi(C)) columns ofH. If all these
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 columns are from theP submatrix then the(n− k) × (n− k + i− 1 − µi(C)) submatrix
 of P has rank greater than or equal to(n − k − µi(C)) which indeed is the condition 1
 of Theorem 6.1. Consider the case whereg columns are from theP submatrix. Then
 (n − k + i − 1 − µi(C) − g) columns are from theI submatrix ofH. The rank of these
 (n− k+ i− 1−µi(C)− g) columns is(n− k+ i− 1−µi(C)− g). Hence theg columns
 from theP submatrix ofH have rank greater than or equal to(g − i+ 1). Therefore every
 (g + µi(C) − i + 1) × g submatrix has rank greater than or equal to(g − i + 1), where
 i ≤ g ≤ min{di(C)−1, k}. The range ofg follows fromg ≤ k, (g+µi(C)−i+1) ≤ (n−k)and(g − i+ 1) ≥ 0.
 Using the second condition of Proposition 6.0.1 we prove thesecond condition of our
 theorem as follows: Choose a set of(n− k+ i−µi(C)) columns ofH with rank(n− k−µi(C)). If all these columns are fromP , then we have a(n − k) × (n − k + i − µi(C))
 submatrix ofP with rankn−k−µi(C). Letg′ of the(n−k+i−µi(C)) columns be from the
 P submatrix. Then(n−k+i−µi(C)−g′) columns are fromI. These(n−k+i−µi(C)−g′)columns of theI submatrix have rank equal to(n− k + i− µi(C) − g′). Therefore in the
 set ofg′ columns from theP submatrix we have a(g′ − i + µi(C)) × g′ submatrix ofP
 with rank(g′ − i).
 Now from the third condition Proposition 6.0.1 we establishthe third condition of our
 theorem as follows: Consider a set of(n−k+ η) columns ofH. Let g of these columns be
 from theP submatrix and the remaining(n− k+ η− g) columns be from theI submatrix.
 The rank of the columns from theI submatrix is(n− k + η − g). Theg columns of theP
 submatrix has ag × (g + η) submatrix of rankg. If all then− k + η columns ofH matrix
 are fromP we have an(n− k) × (n− k + η) submatrix of rank(n− k). This completes
 Part (i) of the proof.
 Part (ii): To prove the first condition of Proposition 6.0.1,pick any(g+µi(C)− i+ 1)× g
 submatrix fromP . Take a set of(n−k+ i−1−µi(C)− g) columns from theI submatrix
 such that these columns have zeros in the(g + µi(C) − i + 1) rows associated with the
 (g+µi(C)− i+1)× g submatrix ofP . The(g+µi(C)− i+1)× g submatrix has rank≥(n−k−µi(C)). Since we have chosen an appropriate set of columns from theI submatrix
 of H, the(n − k + i − µi(C)) columns ofH has rank≥ (n − k − µi(C)) = sum of the
 ranks of the columns from theI submatrix and theP submatrix ofH.
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 The second condition of Proposition 6.0.1 is obtained from the second condition of our
 theorem as follows: From our second condition, it follows that there exists a(g′ +µi(C)−i) × g′ submatrix ofP with rank equal to(g′ − i + 1). Choose(n − k + i − µi(C) − g′)
 columns from theI submatrix ofH such that these columns have zeros in the(g′+µi(C)−i)rows associated with the(g′ + µi(C) − i) × g′ submatrix ofP . These columns have rank
 (n − k + i − µi(C) − g′). Thus we have(n − k + i − µi(C)) columns ofH with rank
 (n − k − µi(C)) which is equal to the sum of the ranks of columns from theI submatrix
 and theP submatrix.
 The third condition of Proposition 6.0.1 follows from our third condition i.e., everyg ×(g + η) submatrix ofP has rankg as follows: Consider(n − k − g) columns from theI
 submatrix. Choose these columns fromI submatrix such that they have zeros in all theg
 rows associated with theg × (g + η) submatrix ofP . Then we have(n− k + η) columns
 with rank(n− k). This completes the proof.�
 The well known systematic check or generator matrix characterization of MDS codes is
 obtained from Theorem 6.1 by puttingµ1(C) = 0. From the second condition of the
 theorem we see that everyg × g submatrix of theP submatrix has rankg. This systematic
 generator matrix characterization is used for constructing MDS codes in [47].
 Now we apply our systematic parity matrix characterizationof Theorem 6.1 to other well
 known codes which are close to meeting the generalized Singleton bound in the following
 sections.
 6.3 Nµ-MDS Codes
 We generalize the classes of NMDS andN2-MDS codes toµ-Near MDS codes as follows:
 Definition 6.2 An [n, k] linear codeC is aµ-Near-MDS code (Nµ-MDS), where1 ≤ µ <
 (n− k + 1), if it has the following HWH:
 dr(C) = (n− k + r) − (µ− r + 1) if 1 ≤ r < (µ+ 1)
 = (n− k + r) if (µ+ 1) ≤ r ≤ k. (6.4)
 Clearly, µ = 1 andµ = 2 give the classes of Near-MDS and Near-Near-MDS codes
 respectively. Note that the MDS-rank of anNµ-MDS code is(µ + 1) and it follows from
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 (6.3) that the dual of anNµ-MDS is alsoNµ-MDS.
 Lemma 6.1.1 [29] Let C be an[n, k] code with weight hierarchy[di(C) : 1 ≤ i ≤ k].
 Then(qr − 1)dl(C) ≤ (qr − qr−l)dr(C), 1 ≤ l ≤ r ≤ k. Specializing this tol = 1 and
 r = 2 gives(q + 1)d1 ≤ qd2.
 Lemma 6.1.2 For an [n, k] Nµ-MDS code overFq we haven ≤ 2q + k + (µ− 1).
 Proof: From Lemma 6.1.1 we have
 (qr − 1)dr−1(C) ≤ (qr − q)dr(C)
 and forr = 2
 (q2 − 1)(n− k − µ+ 1) ≤ (q2 − q)(n− k − µ+ 3)
 The above inequality leads to
 n ≤ 2q + k + µ− 1. �
 The following result from [14] is useful in proving Theorem 6.2: For any linearq-ary code
 C of lengthn = 1 + gq(k, d), we can select a generator matrix with codewords of weights
 not exceedingt+ d, where
 gq(k, d) =
 k−1∑
 i=0
 ⌈d
 qi
 ⌉
 (6.5)
 with ⌈x⌉ denoting the smallest integer not less thanx.
 Theorem 6.2 For µ > 1, an [n, k] Nµ-MDS code overFq is generated by codewords of
 weights(n− k − µ+ 1), (n− k − µ) and(n− k − µ− 1). If n > q + k + µ− 1 then the
 code is generated by codewords of weight(n− k − µ+ 1) and(n− k − µ).
 Proof: From the Greismer bound we have
 n ≥ gq(k, n− k − µ+ 1) =
 k−1∑
 i=0
 ⌈n− k − µ+ 1
 qi
 ⌉
 . (6.6)
 The above equation leads to
 n ≥ gq(k, n− k − µ+ 1) ≥ (n− k − µ+ 1) +
 ⌈n− k − µ+ 1
 q
 ⌉
 + (k − 2)
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 (6.7)
 which gives
 n ≥ (n− µ− 1) +
 ⌈n− k − µ+ 1
 q
 ⌉
 (6.8)
 where⌈n−k−µ+1q
 ⌉ can take any value from1, 2, . . . , (µ − 1). But from Lemma 6.1.2n ≤2q + k + (µ− 1). Therefore⌈n−k−µ+1
 q⌉ can take the value1 or 2 which leads to
 1 + gq(k, n− k − µ+ 1) ≤ n ≤ 2 + gq(k, n− k − µ+ 1). (6.9)
 Now using the result of [14] stated before the theorem statement on the structure of the gen-
 erator matrices of linear codes, theNµ-MDS code is generated by code words of weights
 n−k−µ+1, n−k−µ orn−k−µ+1. If n > q+k−µ+1 thenn = 1+g(k, n−k−µ+1).
 Therefore the code is generated by codewords of weights(n− k−µ+ 1) and(n− k−µ).
 �
 Corollary 6.2.1 An[n, k] code with parity check matrix[I | P ] isNµ-MDS iff the following
 conditions are satisfied:
 1. For i = 1, 2, . . . , µ
 (a) For i < g ≤ min{di(C)− 1, k}, every(g− 2i+1+µ)× g submatrix ofP has
 rank≥ (g − i+ 1).
 (b) There exist ag, i < g ≤ min{di(C), k}, such that(g − 2i+ µ) × g submatrix
 of P has rank equal to(g − i).
 2. For 1 < g ≤ min{(n− k), (k − µ)} everyg × (g + µ) submatrix ofP has rankg.
 Proof: This is a special case of Theorem 6.1. We know that the HWH ofNµ-MDS codes
 is
 dr(C) = (n− k + r) − (µ− r + 1) if 1 ≤ r < (µ+ 1)
 = (n− k + r) if (µ+ 1) ≤ r ≤ k (6.10)
 Now µi(C) = µ − i + 1 and substitutingµi(C) = (µ − i + 1) for 1 ≤ i ≤ µ in Theorem
 6.1 the result follows.�
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 Example 6.1 The binary code with the following generator matrix is a[10, 4, 4] N3-MDS
 code:
 1 0 0 0 1 1 1 0 1 1
 0 1 0 0 1 0 1 1 1 0
 0 0 1 0 1 0 1 1 0 0
 0 0 0 1 0 1 1 1 0 0
 and the binary code with the following generator matrix is a[8, 4, 4] N3-MDS code:
 1 0 0 0 1 1 0 1
 0 1 0 0 1 1 1 0
 0 0 1 0 0 1 1 0
 0 0 0 1 0 0 1 0
 .
 It is easy to check that all the conditions of systematic matrix characterization are satisfied
 for the two codes of the above example.
 Corollary 6.2.2 : An [n, k] codeC with parity check matrix[I | P ] is N2-MDS iff the
 following conditions are satisfied:
 1. For 1 < g ≤ min{(n− k − 2), k} every(g + 2) × g submatrix ofP has rank≥ g.
 2. For 2 < g ≤ min{(n− k), k} everyg × g submatrix ofP has rank≥ (g − 1).
 3. For1 < g ≤ min{(n− k− 1), k} there exits a(g+ 1)× g submatrix ofP with rank
 (g − 1).
 4. For2 < g ≤ min{(n− k+ 1), k} there exits a(g− 1)× g submatrix ofP with rank
 (g − 2).
 5. For 1 < g ≤ min{(n− k), (k − 2)} everyg × (g + 2) submatrix ofP has rankg.
 Corollary 6.2.3 An [n, k] code with parity check matrix[I | P ] is NMDS iff the following
 conditions are satisfied:
 • For 1 < g ≤ min{(n− k − 1), k} every(g + 1) × g submatrix ofP has rank≥ g.
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 • For 1 < g ≤ min{(n− k), k} there exists ag× g submatrix ofP with rank equal to
 (g − 1).
 • For 1 < g ≤ min{(n− k), (k − 1)} everyg × (g + 1) submatrix ofP has rankg.
 Corollary 6.2.3 has been reported in [65] as an independent result with different proof.
 Lemma 6.2.1 [42] If k > q > 3 andn < 2q− 1 + k then every[n, k, (n− k− 1)] codeC
 is anN2-MDS code.
 Corollary 6.2.4 For k > q > 3 andn > 2q − 1 + k, a code with the systematic parity
 check matrix[I | P ] isN2-MDS iff every(g + 2) × g submatrix ofP has rank≥ g.
 Proof: This corollary is obtained by combining following two results: (i) for the given
 range ofn andk any code withd1(C) = n − k − 1 is aN2-MDS code (follows from
 Lemma 6.2.1 and (ii) the systematic matrix characterization given in Theorem 6.1. We
 substituteη1 = 2 in Theorem 6.1 to get this characterization ofN2-MDS code.�
 Corollary 6.2.5 If n > (k + q) the [n, k] code with systematic parity check matrixH =
 [I | P ] is NMDS iff every(g + 1) × g submatrix ofP has rankg.
 Proof: This corollary is obtained by using the fact for the given range of k andn any
 (n− k) code is a NMDS code. Therefore all we need to show is thatd1(C) = n − k. We
 know thatd1(C) = (n−k) iff every (n−k−1) columns ofH are linearly independent and
 there exist(n− k) linearly dependent columns. Therefore if follows that every (g+ 1)× g
 submatrix of theP submatrix has rankg. Therefore the result follows.�.
 The above result is useful in decoding codes for the erasure channel [39], [35], [36].
 Example 6.2 The binary code with the following generator matrix is a[8, 3, 4] N2-MDS
 code
 1 0 0 1 1 1 0 0
 0 1 0 1 0 0 1 1
 0 0 1 0 0 1 1 1
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 and the code with the following generator matrix is aN2-MDS code overF8
 1 0 0 α3 α 1 α3
 0 1 0 α6 0 1 α2
 0 0 1 0 0 1 α4
 .
 Proposition 6.2.1 A codeC is duallyAµ-MDS iff it’s MDS-rank isµ.
 Proof: The MDS-rank isµ implies thatdµ+1(C) = n − k + µ + 1 andµ + 1 is the firsti
 such thatdi(C) = n − k + i for 1 ≤ i ≤ k. Thereforedµ+1(C) − dµ(C) ≥ 2. It follows
 thatd1(C⊥) = k + 1 − µ. Therefore the code is duallyAµ-MDS. �
 Proposition 6.2.2 For anAµ-MDS codeC with parity check matrixH the following con-
 ditions hold
 1. Every(n− k − µ) columns ofH are linearly independent.
 2. There exists(n− k + 1 − µ) linearly dependent columns ofH.
 Proof: We haved1(C) = n − k + 1 − µ. Therefore there exits(n − k + 1 − µ) linearly
 dependent columnsH and every(n− k − µ) columns ofH are linearly independent.�
 The following corollary characterizes duallyAµ-MDS codes.
 Corollary 6.2.6 A systematic generator matrix[I | P ] is of a duallyAµ-MDS code(C) iff
 every(g + µ, g) andg × (g + µ) submatrix of theP submatrix has rank greater than or
 equal tog.
 Proof: ForAµ-MDS code to be dually defective we know that the MDS-rank hasto beµ.
 The proof follows from Theorem 6.1 by takingη1 = µ. ForAµ-MDS codes we specify
 only d1(C) and other Hamming weights are arbitrary. Therefore we need to ensure only
 d1(C). Hence the result essentially follows from Theorem 6.1.�
 Example 6.3 Consider anA6-MDS code. For the code to be duallyA6-MDS the MDS-
 rank of the code must be7. Therefored1 = n − k + 1 − 6 andd7 = n − k + 7 (7 is the
 smallest value for which the code meets the generalized Singleton bound). Therefore the
 difference betweenµ6 andµ7 of the code is at least1. Applying the relation 6.3 we see that
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 (n+1)− (n−k+7) which is(k−6) and(n+1)− (n−k+5) = (k−4) are not elements
 of the weight hierarchy of the dual. Therefored1(C) of the dual code is(k − 5), i.e.,µ1 of
 the dual code is also6.
 Example 6.4 Consider an[n, k] code of MDS-rank 2 and let its HWH be{(n−k), (n−k+
 1), (n−k+3), . . . , n}. For this code the HWH of the dual is(k − 1), (k + 2), (k + 3), . . . , n.
 Then, ifH = [I | P ] is a parity check matrix of the code then the following conditions char-
 acterize the code
 • Every(g + 1) × g submatrix has rankg.
 • Everyg × g submatrix has rank≥ (g − 1).
 • Everyg × (g + 1) submatrix has rank≥ (g − 1).
 • Everyg × (g + 2) submatrix has rankg.
 If G = [I | P ] is a generator matrix of the code then the following conditions characterize
 the code
 • Every(g + 2) × g submatrix has rankg.
 • Every(g + 1) × g submatrix has rank≥ (g − 1).
 • Everyg × (g + 1) submatrix has rankg.
 6.4 Matrix Characterization of Dually Defective Codes
 and Codes meeting Generalized Greismer Bound
 We define
 Definition 6.3 The defect vector of an[n, k] codeC with MDS-rank(η + 1) is defined as
 ordered the set{µ1(C), µ2(C), . . . , µη(C), µη+1(C)}, whereµi(C) = n − k + i − di(C).
 (Note thatµη+1(C) is equal to zero.) A code is called dually defective if the defect vector
 is same for the code and its dual. The difference set of the defect vector of an[n, k] codeC
 with MDS-rankη is the ordered set{(µ1(C)− µ2(C)), (µ2(C)− µ3(C)), . . . , (µη−1(C)−µη(C)), (µη(C) − µη+1(C))}.
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 Example 6.5 Consider anN2-MDS code. The defect vector is{2, 1, 0} and the difference
 set is the ordered set{(2−1) = 1, (1−0) = 1}. Therefore between the first three Hamming
 weights of the code there is a gap. From Theorem 6.3 we see thatthe HWH of the dual code
 is {d1(C⊥) = k − 1, d2(C
 ⊥) = n − k + 1, d3(C⊥) = n − k + 3, . . . , dn−k(C
 ⊥) = n}.
 Therefore the defect vector of the dual codeC⊥ is {2, 1, 0} and henceC is dually defective.
 This is shown in figure(6.1).
 Example 6.6 Consider a codeC with µ1(C) = 8. For C to be dually defective it’s
 MDS-rank should be9 and (µ8(C) − µ9(C)) > 1. Let the code have a defect vector as
 {8, 7, 7, 7, 6, 5, 4, 1, 0}. The difference set is{1, 0, 0, 1, 1, 1, 3, 1}. Sinceµ2(C) = µ3(C) =
 µ4(C) = 7 and µ5(C) = 6 for the code to be dually defective(µ8(C) − µ9(C)) =
 1 and (µ7(C) − µ8(C)) = 3. Similarly sinceµ5(C) = 6 and µ6(C) = 5 we have
 (µ6(C) − µ5(C)) = 1.
 In figure(6.2) we have shown the defect vector of the code on the left and that of the dual on
 the right. The defect vector of the code is read from the top and the defect vector of the dual
 it is read from bottom. The code is dually defective if there is a symmetry in the difference
 vector of the code read from the top and the defect vector of the dual code read from the
 bottom. In terms of the symmetry of the figure we can see that there is an axis of symmetry.
 About the axis of symmetry for every line with arrow above theaxis there is a dotted line
 below the axis at the same relative distance. Therefore for dually defective code we can see
 an axis of symmetry.
 Now we proceed to study the properties of the defect vector.
 Lemma 6.2.2 For an[n, k] codeC with MDS-rankη, we haveµ1(C) ≥ µ2(C) ≥ . . . µη(C) ≥µη+1(C).
 Proof: This result can be proved from the monotonicity of the HWH We know that
 di+1(C) > di(C), i.e., (n − k + i + 1 − µi+1(C)) > (n − k + i − µi(C)). Simplify-
 ing the inequality we get the resultµi(C) + 1 > µi+1(C). �
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 2
 1
 0
 2
 1
 0
 mu Values of mu Values of
 DualCodeFigure 6.1: The figure shows the defect vector for the Near Near MDS code on the left side. The
 defect vector for the dual is shown on the right hand side. Thebold dotted line shows the axis of
 symmetry. For every line with arrow above the symmetry axis there is a dashed line without arrow
 below the axis at the same relative position
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 8
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 1
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 8
 7
 7
 7
 6
 5
 4
 1
 0
 mu Values of
 Dual
 mu Values of
 Code
 5
 Figure 6.2: The figure shows the defect vector for the code on the left side. The defect vector for
 the dual is shown on the right hand side. The dotted line showsthe axis of symmetry. For every line
 with arrow above the symmetry axis there is a dashed line without arrow below the axis at the same
 relative position

Page 129
                        
                        

6.4 Matrix Characterization of Dually Defective Codes and Codes meeting GeneralizedGreismer Bound 118
 Lemma 6.2.3 Consider an[n, k] codeC with MDS-rankη. Then∑η
 i=1(µi(C)−µi+1(C)) =
 µ1(C).
 Proof Since the MDS-rank ofC is η we haveµη+1(C) = 0. In the sum all terms except
 µ1(C) andµη+1(C) cancel out. Therefore the sum is equal toµ1. �
 The class of dually defective codes include the well known classes of MDS codes,Nµ-
 MDS codes and self dual codes. The following lemma gives the conditions for a dually
 Aµ-MDS code to be dually defective the proof of which follows from that of Theorem 5.27
 of [43] in a straight forward manner,
 Lemma 6.2.4 Let C be an [n, k, d] dually Aµ-MDS code overFq with s ≥ 2. If n ≤s(q+1)−1+k and2 ≤ s ≤ q. ThenC is a dually defective code withd1(C) = n−k+1−sanddi(C) = n− k + i− 1 for 2 ≤ i ≤ s.
 The following proposition gives the matrix characterization of dually defective codes.
 Theorem 6.3 An [n, k] codeC with MDS-rankη and systematic generator matrix[I | P ]
 is dually defective iff the following conditions are satisfied:
 1. Fori < g ≤ min{di(C)−1, k}, every(g+µi(C)+1−i)×g andg×(g+µi(C)+1−i)submatrix ofP has rank≥ (g − i+ 1).
 2. There exists ag, i < g ≤ min{di(C), k}, such that the rank of every(g−i+µi(C))×g andg × (g − i+ µi(C)) submatrix ofP is (g − i).
 3. For 1 < g ≤ min{(n − k), (k − η)} every(g, g + η) and(g + η) × g submatrix of
 P has rankg.
 Proof: Let us assume thatC is dually defective. Thendi(C) = n − k + i − µi(C) and
 di(C⊥) = k + i − µi(C). Therefore from Theorem 6.1 every submatrix of−P T , where
 P T denotes the transpose ofP , of the type(g + µi(C) − i) × g have rank≥ (g − i + 1)
 sincedi(C) = n− k+ i− µi(C) [65]. For dually defective codedi(C⊥) = k+ i− µi(C).
 Therefore every(g+µi(C)−i)×g submatrix ofP matrix has rank≥ (g−i+1). Therefore
 if follows that for every(g+ µi(C) + 1− i)× g andg× (g + µi(C) + 1− i) submatrix of
 P has rank≥ (g − i+ 1).
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 The fact thatdi(C) = n−k+ i−µi(C) anddi(C⊥) = k+ i−µi(C) leads to the condition
 that there exist(g− i+ µi(C))× g andg× (g− i+µi(C)) submatrices ofP such that the
 rank is(g − i). The third condition of the theorem follows similarly. Establishing that the
 code is dually defective assuming the three conditions is straight forward.�
 The following theorem which states the generalized Greismer bound is discussed in detail
 in [28].
 Proposition 6.3.1 (The generalized Greismer bound):For an [n, k, d] code overFq we
 havedr(C) ≥∑r−1
 i=0 ⌈ dqi ⌉ for 1 ≤ r ≤ k.
 Theorem 6.4 If an [n, k, d] codeC overFq meets the Greismer bound then the code will
 have a generator matrix whose structure is as follows:
 d1(C) d2(C) − d1(C) d3(C) − d2(C) . . . dk(C) − dk−1(C)︷︸︸︷∗
 ︷︸︸︷
 0︷︸︸︷
 0 . . .︷︸︸︷
 0
 ⋆ ∗ 0 . . . 0
 ⋆ ⋆ ∗ . . . 0...
 ...... . . .
 ...
 ⋆ ⋆ ⋆ . . . ∗
 (6.11)
 where⋆ denotes an element ofFq, ∗ denotes a non-zero element ofFq and(di+1(C)−di(C))
 denotes the number of columns with the structure as shown under it.
 Proof: As the code meets the Greismer bound for all the values ofdr we can construct
 the matrix in the proposition as follows. Since the minimum distance isd we can choose
 a generator matrix with the first row havingd consecutive non zeros followed byn − d
 zeros. Next we know thatd2(C) = d + ⌈dq⌉. Therefore we can choose a second row such
 that firstd elements can be any element from the field followed by⌈dq⌉ non zero elements
 of the field. Thus we have constructed a two dimensional subcode with supportd2(C)
 meeting the Greismer bound. It is possible to construct rowswith a sequence of zeros and
 non-zeros as we can permute the columns of the generator matrix without affecting the
 weight distribution of the code. We can repeat the above construction for alldi(C) where
 3 ≤ i ≤ k. Thus we can construct the generator matrix for a code meeting the Greismer
 bound as given in the proposition.�
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 From this matrix characterization we can obtain the systematic matrix characterization of
 codes meeting the (generalized) Greismer bound by elementary row operations and permu-
 tations of the columns.
 Theorem 6.5 Consider an[n, k] codeC of MDS rankη meeting the generalized Greis-
 mer bound with defect vector{µ1, µ2, . . . , µη, µη+1} and µη+1 = 0.Consider the differ-
 ence set between successive elements of the defect vector{(µ1 − µ2), (µ2 − µ3), . . . , (µi −µi+1), . . . , (µη − µη+1)}.
 1. If (µ1 − µ2) > 1 then the code is not dually defective.
 2. If the difference set between successive elements of the defect vector is{0, 1, 1, . . . , 1, 2},
 then the codeC is not dually defective.
 3. If the difference set between successive elements of the defect vector is{1, 1, 1, . . . , 1},
 then the codeC is dually defective.
 Proof:
 1. Consider the case where(µ1(C) − µ2(C)) > 1. For the proof we make use of the
 equation(6.3) and the fact code meets the generalized Greismer bound.
 Assume that a dually defective code meeting the generalizedGreismer bound exists
 with (µ1(C) − µ2(C)) > 1. Let d1(C) = n − k + 1 − µ1(C) andd2(C) = n −k + 2 − µ2(C). Let µ1(C) − µ2(C) = δ > 1. For the code to be dually defective
 dη+1(C) = n− k+ η+ 1, dη(C) = n− k+ η− 1 anddη−i(C) = n− k+ η− i− 1
 for 1 ≤ i ≤ (δ − 1). Since the code also meets the generalized Greismer bound we
 havedη+1(C) − dη(C) = ⌈d1(C)qη ⌉. Since the code is assumed to be dually defective
 we have⌈d1(C)qη ⌉ = 2. We also havedη(C) − dη−1(C) = ⌈ d(C)
 qη−1 ⌉. This difference
 must be equal to1 for the code to be dually defective. But this is not possible since
 ⌈d1(C)qη ⌉ = 2. Therefore the code does not meet the generalized Greismer bound. This
 is a contradiction.
 2. Assume that a dually defective code meeting the generalized Greismer bound exists
 with the given defect vector. Letd1(C) = n − k + 1 − µ1(C) andd2(C) = n −
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 k + 2 − µ2(C). Note that hereµ1(C) = µ2(C). For the code to be dually defective
 dη+1(C) = n − k + η + 1, dη(C) = n − k + η − 2 anddη−1(C) = n − k + η − 4.
 Since the code meets the generalized Greismer bound we havedη+1(C) − dη(C) =
 ⌈d1(C)qη ⌉. From that fact that the code is dually defective we have⌈ d
 qη ⌉ = 3. Moreover
 dη(C) − dη−1(C) = ⌈d1(C)qη−1 ⌉. This difference is equal to one for the codeC. But this
 is not possible since⌈d1(C)qη ⌉ = 3. Therefore the code does not meet the generalized
 Greismer bound. This is a contradiction.
 3. Assuming that the difference set between successive elements of the defect vector is
 an all one set we will prove that the codeC is dually defective. Sinceµη+1(C) = 0
 we haveµη(C) = 1. This follows from the fact that the difference between the
 elements of the defect vector is one. Therefore from equation(6.3) it follows that
 µ1(C) of the dual code is also same as that of the code. Sinceµ1(C) of the code and
 the dual is same and the difference between all the elements of the defect vector is
 one all the successive elements of the defect vector of the dual code also differ by
 one (this follows from equation(6.3)). Therefore the code aswell as its dual have the
 same defect vector.
 �
 6.5 Conclusion
 The systematic generator matrix of a linear code is unique and the characterization ofMDS
 codes based on systematic generator matrix is well known. Here we have given the system-
 atic generator matrix characterization of a general linearcode with a specified Hamming
 weight hierarchy along with several sub classes of codes like NµMDS. We have also
 discussed matrix characterization of dually defective codes and codes meeting generalized
 Greismer bound.
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Chapter 7
 Conclusions
 In this thesis we have obtained results in the broad area of upper bounds on codes. Explic-
 itly we have obtained an Elias type upper bound for codes overdistance uniform signal sets
 and characterized codes close to the generalized Singletonbound.
 We have obtained the asymptotic Elias type upper bound for a large class of Euclidean
 space codes over distance uniform signal sets. We also studycodes over two, three, four
 andn-dimensional signal sets and compare them based on the rate per two dimensions.
 Further we study codes which are close to the generalized Singleton bound and obtain
 characterization based on the systematic generator matrix. ForNMDS codes we obtain
 systematic generator matrix characterization. This result is useful to obtain nonexistence
 results ofAMDS andNMDS codes over finite fields. Further the systematic matrix char-
 acterization is useful when we considerNMDS orAMDS codes over erasure channels.
 FurtherAMDS andNMDS are characterized overZm, finite abelian groups and finite
 modules over commutative rings. We obtain nonexistence results for these codes over
 cyclic groups. A similar approach can be taken for non existence results for these codes
 over finiteR-modules.
 Matrix characterization of codes with a given Hamming weight hierarchy is also obtained.
 Based on the matrix characterization we study codes which are close to the generalized
 Singleton bound. These codes includeAµMDS codes andNµMDS codes. We also study
 codes meeting the generalized Greismer bound in terms of thesystematic matrix character-
 ization. We also define dually defective codes and obtain thematrix characterization.
 122
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 7.1 Directions for Further Work
 1. In Chapter 2, Section 2.2 we obtain Elias type upper bound for codes over distance
 uniform signal sets. In general there exists several signalsets which are not distance
 uniform. These include the well known class of rectangular signal sets likeQAM .
 In [27], [55] Gilbert Varshamov type lower bound is obtainedfor codes over non-
 uniform signal sets. It will be interesting to obtain an Elias type upper bound for
 codes over signal sets which are not distance uniform.
 2. For codes over finite sets with hamming distance as the metric the linear programing
 bound gives the tightest upper bound [60]. The Elias upper bound is also discussed
 [60]. In Chapter 2 and Chapter 3 we obtain an Elias type upper bound for Euclidean
 space codes over distance uniform signal sets. We also compare the bound for Eu-
 clidean space codes over several signal sets based on the rate per two dimensions.
 But an upper bound based on an approach similar to linear programing bound is
 not known for Euclidean space codes. This is another interesting area for further
 research.
 3. In Chapter 4 we obtain a systematic matrix characterization forNMDS codes. The
 systematic matrix characterization ofMDS codes is used to constructMDS codes
 [47]. It is known that every square submatrix of Cauchy matrices over finite fields
 will be non-singular [39]. In the case of Vandermonde matrices over finite fields
 every square sub matrix need not be non singular [39]. Construction ofMDS codes
 using Vandermonde matrices is discussed in [35], [36]. The construction ofNMDS
 codes based on the systematic generator matrix characterization discussed in Chapter
 4 needs to be explored.
 4. In Chapter 5 we discuss the characterization ofAMDS andNMDS codes over
 finite abelian groups. Here we characterize only information set supporting codes.
 The characterization of these codes over cyclic groups leads to the characterization of
 systematicAMDS andNMDS codes overZm. Characterization of non systematic
 AMDS andNMDS codes overZm is another possible area for further work. In
 [78] a quasi-determinant characterization is given forMDS codes over non-abelian
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 groups. Obtaining a quasi determinant characterization ofAMDS codes is non triv-
 ial since there exists component homomorphisms in the characterization ofAMDS
 codes which are not automorphisms. Therefore obtaining a quasi determinant type
 characterization forAMDS andNMDS codes is a challenging problem.
 5. In Chapter 6 we consider matrix characterization of codesover finite fields with
 arbitrary generalized Hamming weight hierarchy. The generalized Hamming weight
 hierarchy of codes over finite chain rings is discussed in [30] and codes over Galois
 rings in [1]. Matrix characterization of codes over finite chain rings with a given
 Hamming weight hierarchy is an open problem.
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