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FIFTY YEARS OF THE SPECTRUM PROBLEM:

SURVEY AND NEW RESULTS

A. DURAND, N. D. JONES, J. A. MAKOWSKY, AND M. MORE

Abstract. In 1952, Heinrich Scholz published a question in the
Journal of Sym-

bolic Logic asking for a characterization of spectra, i.e., sets
of natural numbers

that are the cardinalities of finite models of first order
sentences. Günter Asser

asked whether the complement of a spectrum is always a spectrum.
These innocent

questions turned out to be seminal for the development of finite
model theory and

descriptive complexity. In this paper we survey developments
over the last 50-odd

years pertaining to the spectrum problem. Our presentation
follows conceptual devel-

opments rather than the chronological order. Originally a number
theoretic problem,

it has been approached in terms of recursion theory, resource
bounded complexity

theory, classification by complexity of the defining sentences,
and finally in terms of

structural graph theory. Although Scholz’ question was answered
in various ways,

Asser’s question remains open. One appendix paraphrases the
contents of several

early and not easily accesible papers by G. Asser, A. Mostowski,
J. Bennett and S.

Mo. Another appendix contains a compendium of questions and
conjectures which

remain open.

To be submitted to the Bulletin of Symbolic Logic.

July 17, 2009 (version 13.2)

Contents

1. Introduction 32. The Emergence of the Spectrum Problem 42.1.
Scholz’s problem 42.2. Basic facts and questions 52.3. Immediate
responses to H. Scholz’s problem 62.4. Approaches and themes 83.
Understanding Spectra: counting functions and number theory 123.1.
Representation of spectra and counting functions 123.2. Prime
numbers 123.3. Density functions 133.4. Sentences with prescribed
spectra 153.5. Real numbers and spectra 174. Approach I: Recursion
Theory 224.1. Grzegorczyk’s Hierarchy 224.2. Rudimentary relations
and strictly rudimentary relations 244.3. Recursive and
arithmetical characterizations of spectra 265. Approach II:
Complexity Theory 285.1. Complexity and spectra. 28

1


	
2 A. DURAND, N. D. JONES, J. A. MAKOWSKY, AND M. MORE

5.2. Spectra, formal languages, and complexity theory 295.3. An
early paper 305.4. First-order spectra and non-deterministic
exponential time 30

5.5. Relationship to the question P?= NP 32

5.6. Independent solutions to Scholz’s problem 325.7.
Generalized first-order spectra and NP: Fagin’s result 335.8.
Further results and refinements 346. Approach III: Restricted
vocabularies 396.1. Spectra for monadic predicates 396.2. Spectra
for one unary function 396.3. Beyond one unary function and
transfer theorems 406.4. The unary and the arity hierarchies 446.5.
Higher order spectra 466.6. Spectra of finite variable logic FOLk
467. The Ash conjectures 488. Approach IV: Structures of bounded
width 528.1. From restricted vocabularies to bounded tree-width
528.2. Extending the logic 548.3. Ingredients of the proof of
Theorem 8.4 548.4. Clique-width 558.5. Classes of unbounded
patch-width 588.6. Parikh’s Theorem 59Appendix A. A review of some
hardly accessible references 60A.1. Asser’s paper 60A.2.
Mostowski’s paper 62A.3. Bennett’s thesis 64A.4. Mo’s paper
71Appendix B. A compendium of questions and conjectures 74


	
FIFTY YEARS OF THE SPECTRUM PROBLEM 3

Sganarelle: Ah! Monsieur, c’est un spectre:je le reconnais au
marcher.Dom Juan: Spectre, fantôme, ou diable,je veux voir ce que
c’est.J.B. Poquelin, dit Molière, Dom Juan, Acte V, scène V

§1. Introduction. At the Annual Symposium of the European
As-sociation of Computer Science Logic, CSL’05, held in Oxford in
2005,Arnaud Durand, Etienne Grandjean and Malika More organized a
specialworkshop dedicated to the spectrum problem. The workshop
speakersand the title of their talks where

• Annie Chateau (UQAM, Montreal)The Ultra-Weak Ash Conjecture is
Equivalent to the Spectrum Con-jecture, and Some Relative Results•
Mor Doron (Hebrew University, Jerusalem).

Weakly Decomposable Classes and Their Spectra (joint work withS.
Shelah),• Aaron Hunter (Simon Fraser University, Burnaby).

Closure Results for First-Order Spectra: The Model Theoretic
Ap-proach• Neil Immerman (University of Massachusetts, Amherst)

Recent Progress in Descriptive Complexity• Neil Jones
(University of Copenhagen, Copenhagen)

Some remarks on the spectrum problem• Johann A. Makowsky
(Technion–Israel Institute of Technology, Haifa)

50 years of the spectrum problem

The organizers and speakers then decided to use the occasion to
expandthe survey talk given by J.A. Makowsky into the present
survey paper,rather than publish the talks.

Acknowledgements. We would like to thank A. Chateau, M. Doron,
A.Esbelin, R. Fagin, E. Fischer, E. Grandjean, A. Hunter, N.
Immermanand S. Shelah for their fruitful comments which helped our
preparationof this survey.
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§2. The Emergence of the Spectrum Problem.

2.1. Scholz’s problem. In 1952, H. Scholz published an
innocentquestion in the Journal of Symbolic Logic [116]:

1. Ein ungelöstes Problem in der symbolischen Logik. IK sei
derPrädikatenkalkül der ersten Stufe mit der Identität. In IK
ist ein Pos-tulatensystem BP für die Boole’sche Algebra mit einer
einzigen zweis-telligen Prädikatenvariablen formalisierbar. θ sei
die Konjunktion derPostulate von PB. Dann ist θ für endliche
mm-zahlig erfüllbar genaudann, wennn es ein n > 0 gibt, sodaß m
= 2n.

Hieraus ergibt sich das folgende Problem. H sei ein Ausdruck
desIK. Unter dem Spectrum von H soll die Menge der natürlichen
Zahlenverstanden sein, für welcheH erfüllbar ist. M sei eine
beliebige Mengevon natürlichen Zahlen. Gesucht ist eine
hinreichende [hinrerichende]und notwendige Bedingung dafür, daß es
ein H gibt, sodaß M dasSpectrum von H ist.(Received September 19,
1951).

In English:

1. An unsolved problem in symbolic logic. Let IK
[Identitätskalkül]be the first order predicate calculus with
identity. In IK one canformalize an axiom system BP [Boole’sche
Postulate] for Boolean al-gebras with only one binary relation
variable. Let θ be the conjunctionof the axioms of BP . Then θ is
satisfiable in a finite domain of melements if and only if there is
an n > 0 such that m = 2n.

From this results the following problem. Let H be an expression
ofIK. We call the set of natural numbers, for which H is
satisfiable, thespectrum of H . Let M be an arbitrary set of
natural numbers. Welook for a sufficient and necessary condition
that ensures that thereexists an H , such that M is the spectrum of
H .(Received September 19, 1951).

This question inaugurated a new column of Problems to be
published inthe Journal of Symbolic Logic and edited by L. Henkin.
Other ques-tions published in the same issue were authored by G.
Kreisel and L.Henkin. They deal with a question about
interpretations of non-finitistproofs dealing with recursive
ordinals and the no-counter-example inter-pretation (Kreisel), the
provability of formulas asserting the provability orindependence of
provability assertions (Henkin), and the question whetherthe
ordering principle is equivalent to the axiom of choice (Henkin).
Allin all 9 problems were published, the last in 1956.

The context in which Scholz’s question was formulated is given
by thevarious completeness and incompleteness results for First
Order Logicthat were the main concern of logicians of the period.
An easy con-sequence of Gödel’s classical completeness theorem of
1929 states that
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validity of first order sentences in all (finite and infinite)
structures is re-cursively enumerable, whereas Church’s and
Turing’s classical theoremsstate that it is not recursive. In
contrast to this, the following was shownin 1950 by B.
Trakhtenbrot.

Theorem 2.1 (Trakhtenbrot 50[126]). Validity of first order
sentencesin all finite structures (f-validity) is not recursively
enumerable, and hencesatisfiability of first order sentences in
some finite structure (f-satisfiability)is not decidable, although
it is recursively enumerable.

Heinrich Scholz, a German philosopher, was born 17. December
1884in Berlin and died 30. December 1956 in Münster. He was a
studentof Adolf von Harnack. He studied in Berlin and Erlangen
philosophyand theology and got his habilitation in 1910 in Berin
for the sub-jects philosophy of religion and systematic theology.
He received hisPh.D. in 1913 for his thesis Schleiermacher and
Goethe. A contri-bution to the history of German thought. In 1917
he was appointedfull professor for philosophy of religion in
Breslau (Wroclaw, todayPoland). In 1919 he moved to Kiel, and from
1928 on he taught inMünster. From 1924 till 1928 he studied exact
sciences and logic andformed in Münster a center for mathematical
logic and foundationalstudies, later to be known as the school of
Münster. His chair becamein 1936 the first chair for mathematical
logic and the foundations ofexact sciences. His seminar underwent
several administrative meta-morphoses that culminated in 1950 in
the creation of the Institutefor mathematical logic and the
foundations of exact sciences, whichhe led until his untimely
death. Among his pupils and collaboratorswe find W. Ackermann, F.
Bachmann, G. Hasenjäger, H. Hermes, K.Schröter and H. Schweitzer.
He was also among the founders of theGerman society bearing the
same name (DVMLG). H. Scholz was aPlatonist, and he considered
mathematical logic as the foundation ofepistemology. He is credited
for his discovery of Frege’s estate, andfor making Frege’s writing
accessible to a wider readership. Togetherwith his pupil
Hasenjäger he authored the monograph Grundzüge derMathematischen
Logik, published posthumously in 1961.

Thus, H. Scholz really asked whether one could prove anything
mean-ingful about f-satisfiablity besides its undecidability.

2.2. Basic facts and questions. In our notation to be used
through-out the paper, H. Scholz introduced the following:

Let τ be a vocabulary, i.e., set of relation and function
symbols. Letφ be a sentence in some logic with equality over a
vocabulary τ . Unlessotherwise stated the logic will be first order
logic FOL(τ). Sometimes weshall also discuss second order logic, or
a fragment thereof.
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Definition 2.2. The spectrum spec(φ) of φ is the set of finite
cardi-nalities (viewed as a subset of N), in which φ has a
model.

We denote by Spec the set of spectra of first-order sentences,
i.e.,

Spec = {spec(φ) | φ is a first-order formula}We shall use S, Si
to denote spectra. For the definition of spectra it does

not matter whether we use function symbols or not. So, unless
otherwisestated, vocabularies will be without function symbols.
However, we shallallow function symbols when dealing with sentences
of special forms.

Clearly, spec(φ) = ∅ if and only if φ is not f-satisfiable. By
definitionof satisfiability 0 is never part of a spectrum. Very
often a spectrum isfinite, cofinite or even of the form N+ = N−
{0}.

Question 2.3. Is it decidable whether, for a given φ, spec(φ) =
N+?

As H. Scholz noted, (the set of) powers of 2 form a spectrum,
becausethey are the cardinalities of finite Boolean algebras.
Similarly, powersof primes form a spectrum, because they are the
cardinalities of finitefields. For a, b ∈ N+ there are many ways to
construct a sentence φ withspec(φ) = a + bN, one of which consists
in using one unary functionsymbol. With a moment of reflection, one
sees that spectra have thefollowing closure properties.

Proposition 2.4. Let S1 and S2 be spectra.

(i) Then S1 ∪ S2, S1 ∩ S2 are also spectra.(ii) Let S1 +S2 =
{m+n : m ∈ S1, n ∈ S2}. Then S1 +S2 is a spectrum.(iii) Let S1 ⋆ S2
= {m · n : m ∈ S1, n ∈ S2}. Then S1 ⋆ S2 is a spectrum.

In the spirit of Question 2.3 we can also ask:

Question 2.5. Which of the following sets are recursive? The set
ofsentences φ such that

(i) spec(φ) is finite, cofinite.(ii) spec(φ) is ultimately
periodic.(iii) spec(φ) is, for given a, b ∈ N of the form a+
bN.(iv) spec(φ) = S for a given set S ⊆ N+.

We shall answer Questions 2.3 and 2.5 in Section 3.4.

2.3. Immediate responses to H. Scholz’s problem. The first
topublish a paper in response to H. Scholz’s problem was G. Asser
[7]. A.Robinson’s review [112] summarizes it as follows:

(. . . ) The present paper is concerned with the
characterisation of allrepresentable sets [=spectra]. A rather
intricate necessary and suffi-cient condition is stated for
arithmetical function X(n) to be the char-acteristic function of a
representable set. The condition shows that
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such a function is elementary in the sense of Kalmar. (. . . )
On theother hand, the author establishes that there exist
non-representablesets whose characteristic function is elementary.
Examples of rep-resentable sets (some of which are by no means
obvious) are givenwithout proof and the author suggests that
further research in thisfield is desirable.

Asser also noted that his characterization did not establish
whether thecomplement of a spectrum is a spectrum.

About the same time, A. Mostowski [98] also considered the
problem.H. Curry [29] summarizes Mostowski’s paper as follows:

(. . . ) The author proves that for each function f(n) of a
class K offunctions, which is like the class of primitive functions
except that ateach step all functions are truncated above at n,
there is a formula Hthat has a model in a set of n + 1 individuals
if and only if f(n) =0. From this he deduces positive solutions to
Scholz’s problem in anumber of special cases.

It is usually considered that A. Mostowski really proved

Theorem 2.6. All sets of natural numbers, whose characteristic
func-tions are in the second level of the Grzegorzcyk Hierarchy E2,
are firstorder spectra.

The detailed definitions and contents of this theorem will be
discussedin Section 4.

In the last 50 years a steady stream of papers appeared dealing
withspectra of first order and higher order logics. The problem
seems not tooimportant at first sight. However, some of these
papers had consider-able impact on what is now called Finite Model
Theory and DescriptiveComplexity Theory.

Open Question 1 (Scholz’s Problem). Characterize the sets of
natu-ral numbers that are first order spectra.

Scholz’s Problem, as stated, is rather vague. He asks for a
characteri-zation of a family of subsets of the natural numbers
without specifying,what kind of an answer he had in mind. The
answer could be in termsof number theory, recursion theory, it
could be algebraic, or in terms ofsomething still to be developed.
We shall see in the sequel many solutionsto Scholz’s Problem, but
we consider it still open, because further answersare still
possible.

The same question can be asked for any logic, in particular
second orderlogic SO, or fragments thereof, like monadic second
order logic MSOL,fixed point logic, etc., as discussed in [36,
84].

Open Question 2 (Asser’s Problem). Is the complement of a first
or-der spectrum a first order spectrum?
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Here the answer should be yes or no.The corresponding problem
for SO has a trivial solution. Let φ ∈ SO(τ)

with τ = {R1, . . . , Rk}. An integer n is in spec(φ) iffn |=
∃R1∃R2 . . . ∃Rkφ.

Then, the complement of spec(φ) is easily seen to be the
spectrum of theSO sentence ¬(∃R1 . . . ∃Rkφ). In passing, note that
every SO-spectrumis a SO(τ) over a language τ containing equality
only.

However, for fixed fragments of SO, Asser’s Problem remains
open. Inparticular

Open Question 3. Is the complement of a spectrum of an
MSOL-sentence again a spectrum of an MSOL-sentence?

2.4. Approaches and themes. In this survey we shall describe
thevarious solutions and attempts to solve Scholz’s and Asser’s
problems, andthe developments these attempts triggered. We shall
emphasize morethe various ways the questions were approached, and
focus less on thehistorical order of the papers.

There are several discernible themes:

Recursion Theory: The early authors H. Asser and A.
Mostowskiapproached the question in the language of the theory of
recursivefunctions i.e. they looked for characterization of spectra
in terms ofrecursion schemes, or hierarchies of recursive
functions. Most promi-nently in terms of Kalmar’s elementary
functions, the Grzegorczykhierarchy and hierarchies of arithmetical
predicates, in particularrudimentary relations. This line of
thought culminates in 1962 inthe thesis of J. Bennett [9]1.
Although G. Asser already character-ized first order spectra in
such terms, his characterization was notconsidered satisfactory
even by himself, because it did not use stan-dard terms and was not
useful in proving that a given set of integersis (or not) a
spectrum. We shall discuss the recursion theoretic ap-proach in
detail in Section 4.

Complexity Theory: In the 1970s, D. Rödding and H.
Schwichten-berg of the Münster school [113] gave a sufficient but
not necessarycondition: any set of integers recognizable by a
deterministic lin-ear space-bounded Turing machine is a first-order
spectrum. (Thisis also a consequence of results of Bennett and
Ritchie [9, 110], ob-tained before the emergence of complexity
theory.) Further, Röddingand Schwichtenberg showed that sets of
integers recognisable using

1It seems that some of Bennet’s unpublished results were
rediscovered independentlyin China in the late 1980ties by Shaokui
Mo [95]. We shall discuss his work in SectionA.4.
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larger space bounds are higher order spectra. C. Christen
developedthis line further [18, 19], independently obtaining a
number of thefollowing results.

At the same time the spectrum problem gained renewed interest
inthe USA. In 1972 A. Selman and N. Jones found an exact solution
toScholz’s original question [79]: a set of integers is a first
order spec-trum if and only if it is recognizable by a
non-deterministic Turingmachine in time O(2c·n).

This result was independently also obtained by R. Fagin in
histhesis [40], which contains an abundance of further results.
Mostimportantly, R. Fagin studies generalized spectra, which are
the pro-jective classes of Tarski, restricted to finite structures,
and really laidthe foundations for Finite Model Theory and
Descriptive Complex-ity, as can be seen in the monographs [76, 36,
84]. We shall discussthe complexity theoretic approach in detail in
Section 5.

Images and preimages of spectra: From Proposition 2.4 it
followsthat, if S is a first order spectrum and p is a polynomial
with positivecoefficents, then p(S) = {p(m) : m ∈ S} is also a
spectrum. In J.Bennett’s thesis it is essentially proved that there
is a first order

spectrum S and an integer k such that {n : 2nk ∈ S} is not
aspectrum. It is natural to ask what happens to a spectrum
underimages and preimages of number theoretic functions. The
generalline of this type of results states that certain images or
preimages ofspectra of specific forms of sentences are or are not
spectra of otherspecific forms of sentences.

Spectra of syntactically restricted sentences: Already in a
paperby L. Löwenheim from 1915 [87] it is noted that, what later
willbe called the spectrum of a sentence in monadic second order
logic(MSOL) with unary relation symbols only, is finite or
cofinite. Theset of even numbers is the spectrum of an MSOL
sentence with onebinary relation symbol, and it is ultimately
periodic. Further, everyultimately periodic set of positive
integers is a spectrum of a firstorder MSOL sentence with one unary
function symbol. Over thelast fifty years various papers were
written relating restrictions onthe use of relation and function
symbols, or other syntactic restric-tions, to special forms of
spectra. R. Fagin, in his thesis, poses thefollowing problem

Open Question 4 (Fagin’s Problem for binary relations). Is
ev-ery first order spectrum the spectrum of a first order sentence
of onebinary relation symbol?
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The question is even open, if restricted to any fixed vocabulary
thatcontains at least one binary relation symbol or two unary
functionsymbols.

Much of this line of research is motivated by attempts to
solveFagin’s problem.

Transfer theorems: Another way of studying spectra is given by
thefollowing result, again from Fagin’s thesis: If S is a spectrum
of apurely relational sentence where all the predicate symbols have
aritybounded by k, then Sk = {mk : m ∈ S} is a spectrum of a
sentencewith one binary relation symbol only, or even a spectrum on
sim-ple graphs. One can view this an approach combining the study
ofimages and preimages of spectra with either syntactically or
seman-tically restricted spectra. Over the years quite a few
results alongthis line were published. We shall discuss the last
three approachesunder the common theme of restrictions on
vocabularies in detail inSection 6.

Spectra of semantically restricted classes: R. Fagin shows
thatAsser’s problem has a positive answer if and only if it has a
pos-itive answer if restricted to the class of simple graphs.
Similarly, inorder to understand Fagin’s problem better, one could
consider re-stricted graph classes K, and study first order spectra
restricted tographs in K. One may think of graphs of bounded
degree, planargraphs, trees, graphs of tree-width at most k,
etc.

Open Question 5 (Fagin’s Problem for simple graphs). Is
everyfirst order spectrum the spectrum of a first order sentence
over simplegraphs?

Open Question 6. Is every first order spectrum the spectrum ofa
first order sentence over planar graphs?

For restrictions to graph classes of bounded tree-width, the
an-swer is negative. The reason for this is that spectra of graphs
ofbounded tree-width are ultimately periodic. In fact, this holds
fora much wider class of spectra. E. Fischer and J.A. Makowsky,
[49],have analyzed under what conditions MSOL-spectra are
ultimatelyperiodic. We shall discuss their results in detail in
Section 8.

This line of thought has not been extensively explored, this
maywell be a fruitful avenue for studying spectra in the
future.

In the sequel of this survey we shall summarize what is known
aboutspectra along these themes. Various solutions to Scholz’s
Problem wereoffered in the literature, varying with the tastes of
the times, but theremay be still more to come. Asser’s and Fagin’s
Problems are still open.Both problems are intimately related to our
understanding of definability
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hierarchies in Descriptive Complexity Theory. They may well
serve asbenchmarks of our understanding.
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§3. Understanding Spectra: counting functions and numbertheory.
In this section we formulate various ways to test our
under-standing of spectra. It will turn out that there still many
questions wedo not know how to answer.

3.1. Representation of spectra and counting functions.
Spectraare sets of positive natural numbers. These sets can be
represented invarious ways. We shall use the following:

Definition 3.1. Let M ⊆ N+, and let m1,m2, . . . an enumeration
ofM ordered by the size of its elements.

(i) χM (n) is the characteristic function of M , i.e.,

χM (n) =

{

1 if n ∈M0 else .

(ii) ηM (n) is the enumeration function of M , i.e.,

ηM (n) =

{

mn if it exists

0 else .

(iii) γM (n) is the counting function of M , i.e., γM (n) is the
number ofelements in M that are strictly smaller than n.

(iv) A gap of M is a pair of integers g1, g2 such that g1, g2 ∈
M but foreach n with g1 < n < g2 we have that n 6∈M . Now let
δM (n) be thelength of the nth gap of M . Clearly, δM (n) = ηM (n+
1)− ηM (n).

Obvious questions are of the following type:

Open Question 7. Which strictly increasing sequences of positive
in-tegers, are enumerating functions of spectra? For instance, how
fast canthey grow?

Open Question 8. If M is a spectrum how can δM (n) behave?

Coding runs of Turing machines one can easily obtain the
following.

Proposition 3.2. For every recursive monotonically increasing
func-tion f there is a first order formula φ such that δφ(n) =
f(n).

Various other partial answers to these questions will appear
throughoutour narrative.

3.2. Prime numbers. An obvious question is whether the
primesform a spectrum. If one gets more ambitious one can ask for
specialsets of primes such as Fermat primes (of the form 22

n+ 1), Mersenne

primes (of the form 2p − 1 with p a prime), or the set of primes
p suchthat p+ 2 is also a prime (twin primes). Even if we do not
know whether
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such a set is finite, which is the case for twin primes, it may
still be possi-ble to prove that it is a spectrum. The answer to
all these question is yes,because all these sets are easily proved
to be rudimentary, see Section 4.

In the sense of the above definitions we have χprimes is the
character-sitic function of the set of primes, ηprimes(n) = pn, and
γprimes(n) is thecounting function of the primes, usually denoted
by π(n). δprimes(n) isusually denoted by dn. All these functions
related to primes are subjectto intensive study in the literature,
see eg. [108]. As we have said thatthe primes form a first order
spectrum, all the features of these functionsobserved on primes do
occur on spectra.

For instance, π(n) is approximated by the integral logarithm
li(n), andit was shown by J.E. Littlewood in 1914, cf. [108] that
π(n)−li(n) changessign infinitely many often. For logical aspects
of Littlewood’s theorem,see [82].

Let us define

π+ = {n : π(n)− li(n) > 0}π− = {n : π(n)− li(n) ≥ 0}

A less obvious question concerning spectra and primes is

Open Question 9. Are the sets π+ and π− spectra?

3.3. Density functions. Many combinatorial functions are
definedby linear or polynomial recurrence relations. Among them we
have thepowers of 2, factorials, the Fibonacci numbers, Bernoulli
numbers, Lucasnumbers, Stirling numbers and many more, cf.
[57].

Question 3.3. Are the sets of values of these combinatorial
functionsfirst order spectra?

The answer will be yes in all of these cases. We shall sketch a
proof inSection A.3 that is based on the existence of such
recurrence relations.

But these functions also allow combinatorial interpretations as
count-ing functions: The powers of 2 count subsets, the factorials
count linearorderings, the Stirling numbers are related to counting
equivalence rela-tions. We shall see below that in these three
examples the combinatorialdefinitions allow us to give alternative
proofs that these sets of numbersare first order spectra.

The spectrum of a sentence φ witnesses the existence of models
of φ ofcorresponding cardinalities. Instead, one could also ask for
the numberof ways the set {0, 1, . . . , n − 1} = [n] can be made
into a model of φ.Alternatively one could count models up to
isomorphisms or up to someother equivalence relation.

Combinatorial counting functions come in different flavours;
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Definition 3.4. Let C be a class of finite τ -structures. With C
weassociate the following counting functions:

(i) fC(n) is the number of ways one can interpret the relation
symbolsof τ on the universe [n] such that the resulting structure
is in C. Thiscorresponds to counting labeled structures.

(ii) Let Str(τ)(n) denote the number of labeled τ -structures of
size n.We put

probC(n) =fC(n)

Str(τ)(n)

which can be interpreted as the probability that a labeled τ
-structureof size n is in C.

(iii) f isoC (n) is the number of non-isomorphic models in C of
size n.(iv) For an equivalence relation E on C we denote by fEC (n)
the number

of non-E–equivalent models in C of size n.(v) If E is the
k-equivalence from Ehrenfeucht-Fräıssé games, fEC (n) is

denoted by NC,k(n), and is called an Ash-function, cf. [6] and
Section7.

(vi) If C consists of all the finite models of a sentence φ we
write fEφ (n)instead of fEC (n). Similarly for probφ(n).

Counting labeled and non-labeled structures has a rich
literature, cf.[68, 130]. Note that counting non-labeled
non-isomorphic structures is ingeneral much harder than the labeled
case. The first connection betweencounting labeled structures and
logic is the celebrated 0-1 Law for firstorder logic:

Theorem 3.5 (0-1 Laws). For every first order sentence φ over a
purelyrelational vocabulary τ we have:

(i) (Y. Glebskii, D. Kogan, M. Liogonki and V. Talanov [53]; R.
Fagin[40])

limn→∞

probφ(n) =

{

0

1

and the limit always exists.(ii) (E. Grandjean [58])
Furthermore, the set of sentences φ such that

limn→∞ probφ(n) = 1 is decidable, and in fact
PSpace-complete.

What we are interested in here, is the relationship of such
countingfunctions to spectra. Our example of powers of 2 shows
that

2n = fφ(n) = ηψ(n)

where φ is an always-true first order sentence with one unary
relationsymbol, and ψ is the conjunction of the axioms of Boolean
algebras. Sim-ilarly,

n! = fφLIN (n) = ηψ(n)
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where φLIN are the axioms of linear orders, and ψ describes the
followingsituation:

(i) P is a unary relation and R is an linear order on P .(ii) E
is a ternary relation that is a bijection between the universe
(first

argument x) and all the linear orderings on P (remaining two
argu-ments y, z).

(iii) First we say that there is an x that corresponds to R; and
that forx 6= x′ the orderings are different. This says that E is
injective.To ensure that we get all the orderings on P we say that
for everyordering and every transposition of two elements in this
ordering,there is a corresponding ordering.

Hence, the size of the model of ψ is the number of linear
orderings on P .Clearly, if fφ is not strictly increasing, there is
no ψ with fφ(n) = ηψ(n).

For instance, for φ which says that some function is a bijection
of a partof the universe to its complement, we have

fφ(n) =

{(2mm

)·m! if n = 2m

0 else

Open Question 10. Let φ a first order sentence, and fφ be the
asso-ciated labeled counting function that is monotonically
increasing. Is therea first order sentence ψ such that for all
n

fφ(n) = ηψ(n)

The converse question seems more complicated. For instance, as
wehave noted before, the primes pn are of the form ηψ for some
first orderψ, but we are not aware of any labeled counting function
that will producethe primes.

R. Fagin [41] calls φ categorical if f isoφ (n) ≤ 1 for every n.
For instance,φLIN is categorical. The counting function up to
isomorphisms can bebounded by any finite number m, using
disjunctions of different categor-ical sentences. So it may be less
promising to study for which first ordersentences φ there is a ψ
such that f isoφ (n) = ηψ(n), or vice versa.

Surprisingly enough, C. Ash [6] has found a connection between
Asser’sProblem and the behaviour of the Ash functions defined in
Definition3.4(v). We shall discuss this in Section 7.

3.4. Sentences with prescribed spectra. In the light of Theo-rem
3.5 we note that if probφ(n) tends to 1 then spec(φ) is cofinite.
Obvi-ously, the converse does not hold, because there are
categorical sentenceswith models in all finite cardinalities.

Trakhtenbrot’s Theorem says that it is undecidable whether a
spectrumis empty, and Grandjean’s Theorem says that it is
decidable, whether a
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sentence is almost always true, i.e. probφ(n) tends to 1. As a
partialanswer to Questions 2.3 and 2.5 we have:

Proposition 3.6. Let φ be a first order sentence. The following
areundecidable:

(i) spec(φ) is finite, cofinite.(ii) spec(φ) is ultimately
periodic.(iii) spec(φ) is, for given a, b ∈ N of the form a+
bN.(iv) spec(φ) = S for a given set S ⊆ N+.

Sketch of Proof. Let ϕ ∈ FO. We describe the construction
ofFO-sentences ψ1, ψ2, ψ3, ψ4 and ψ5 such that spec(ϕ) = ∅ if and
only if:

- spec(ψ1) is finite.- spec(ψ2) = N

+.- More generally, spec(ψ3) = {f(i) | i ∈ N+} for a given
function f

such that f(i) ≥ i for all i and the graph n = f(i) seen as a
binaryrelation is rudimentary (see Section 4.2 for a precise
definition).

- spec(ψ4) is cofinite.- spec(ψ5) is ultimately periodic.

Since the problem of emptiness of spectra is undecidable, the
announcedresult follows.

Let 0 and max be two constant symbols, let ≤ be a binary
predi-cate symbol and let + and × be two ternary predicate symbols.
LetArithm(0,max,≤,+,×) denote a first-order sentence axiomatizing
theusual arithmetic predicates. Our sentences ψi (i = 1, . . . , 3)
consist ofthe conjunction of Arithm(0,max,≤,+,×) with a specific
part ψ′i thatwe will describe below. We shall use the fact that the
Bit predicate2 isdefinable from + and × in finite structures, as
well as the ternary rela-tion a = bc. For simplicity, we will
assume w.l.o.g. that the signatureof ϕ consists of a binary
relation R only. Let n and y be new variablesymbols. Let ϕ′(n, y)
be the formula obtained from ϕ by replacing everyquantification ∀x
by ∀x < n and ∃x by ∃x < n, and every atomic formulaR(x, x′)
by Bit(y, x + nx′). The idea is that a graph R on a set of n

elements seen as {0, . . . , n−1} is encoded by the number y
< 2n2 writtenin binary with a 1 in position a + bn if and only
if R(a, b) holds. Hence

for all n ∈ N+, we have ∃y < 2n2ϕ′(n, y) if and only if ϕ has
a model withn elements.

- Let ψ′1 ≡ ∃m,n, y < max(max = 3m × 2n2 ∧ y < 2n2 ∧ ϕ′(n,
y)).

It is easy to verify that if spec(ϕ) = ∅, then spec(ψ1) is
alsoempty (hence finite), and conversely, if spec(ϕ) 6= ∅, then
spec(ψ1)contains all the integers of the form 3m × 2n2 for some m ∈
N+ andn ∈ spec(ϕ), i.e. spec(ψ1) is infinite.

2Bit(a, b) is true iff the bit of rank b of a is 1.
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- Let ψ′2 ≡ (∀n < max max 6= 2n2) ∨ (∃n < max(max = 2n2 ∧
∀y <

2n2¬ϕ′(n, y))).If spec(ϕ) = ∅, then for all n and y, the
condition ∃y < 2n2ϕ′(n, y)

is false, hence spec(ψ2) = N+. Conversely, if spec(ϕ) 6= ∅, then
the

integers of the form 2n2

with n ∈ spec(ϕ) are not in spec(ψ2).- Since the binary relation
y = f(x) is rudimentary, it is definable

from + and × in finite structures. Let ψ′3 ≡ ∃i < max(max
=f(i) ∧ ((∀n < i i 6= 2n2) ∨ (∃n < i(i = 2n2 ∧ ∀y <
2n2¬ϕ′(n, y))))).

The verification that spec(ϕ) = ∅ if and only if spec(ψ3) ={f(i)
| i ∈ N+} is similar to the previous case.

- Let ψ′4 ≡ ∀n < max(2n2 ≤ max −→ ∀y < 2n2¬ϕ′(n, y)).

If spec(ϕ) = ∅, then for all n and y, the condition ∃y <
2n2ϕ′(n, y)is false, hence spec(ψ4) = N

+ (hence is cofinite). Conversely, if

spec(ϕ) 6= ∅, then the integers greater than 2n2 with n ∈
spec(ϕ)are not in spec(ψ2), which is not cofinite.

- Let ψ′5 ≡ ∃n,m < max(max = 2n2 ×m2 ∧ ∃y < 2n2ϕ′(n, y) ∧
∀n′ <

n∀y′ < 2n2¬ϕ′(n′, y′))).If spec(ϕ) = ∅, then spec(ψ5) = ∅
(hence is ultimately periodic).

Conversely, observe that spec(ψ5) = {n0 × m2 | m ∈ N+}, wheren0
= inf(spec(ϕ)). Hence spec(ψ5) is not ultimately periodic.

⊣

3.5. Real numbers and spectra. Let χφ(n) be the
characteristicfunction of the spectrum of a first order sentence φ.
We can associatewith φ and a ∈ Z the real number rφ = a+

∑

n χφ(n)2−n.

Definition 3.7. A real number is first order spectral if it is
of the formrφ for some a ∈ Z and some first order sentence φ.

As we have noted ultimately periodic sets of natural numbers are
firstorder spectra, and correspond to rational numbers. Also every
ultimatelyperiodic spectrum can be realized by a formula with one
function symbolonly. We have

Proposition 3.8. Every rational number q is first order spectral
usinga formula with one function symbol only.

Question 3.9. Do the the first order spectral reals form a
field?

E. Specker, [122], proved that there is a real x primitive
recursive in base2 such that 3x, x+ 13 , x

2 are not primitive recursive in base 2. A moderntreatment can
be found in [16]. H. Friedman [51] mentioned on an inter-net
discussion site that primitive recursive can be replaced in
Specker’sTheorem by much lower complexity within the Grzegotczyk
Hierarchy. J.Miller kindly provided us, [93], with the more precise
statement
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Theorem 3.10 (E. Specker, 1949 and H. Friedman 2003).There is a
real x which is primitive recursive in base 2 (and can even betaken
to be in E2 of the Grzegorczyk Hierarchy), such that 3x, x + 13 ,
x2are not primitive recursive in base 2.

Sketch of proof3. This can be proved by exploiting the fact
thatnone of these functions 3x, x2, x + 1/3 are continuous as
functions onbinary expansions of reals. They can take a number x
that is not abinary rational to one that is.

Let us focus on 3x. So, for example, if x = 0.0101010101 . . . ,
then3x = 1. We can exploit this as follows. Say we have built the
binaryexpansion of x up to position n − 1 and it looks like 0.b
(where b is afinite string) and that we want to diagonalize against
the ith primitiverecursive function pi. Compute pi(n), step by
step. As long as it doesnot converge, keep building x to look like
0.b0010101010101 . . . . If pi(n)converges at stage s, then use
position n + 2s or position n + 2s + 1 tospring the delayed trap.
If pi(n) = 0, then let x = 0.b0010101 . . . 01011.If pi(n) = 1,
then let x = 0.b0010101 . . . 0100. Either way, pi(n) doesnot
correctly compute the nth bit of 3x. Note that we spread out
theunbounded search, so that each bit is computed by a bounded
(primitiverecursive) procedure.

In this way we can diagonalize against 3x, x2 and x+1/3 being
primitiverecursive while making x primitive recursive. To make x to
be in E2 oneuses the fact that E2 is the same as computable in
linear space [110].

In the argument above, when we are trying to figure out bit t of
x, wecompute pi(n) (for some i and n determined earlier in the
construction ofx) for t steps and if it does not halt we output the
default bit (alternatingbetween 0 and 1), so it can be made in
linear time. Actually, in the caseof xa2, one has to work a little
harder to determine the default bit, butthis can definitely be done
in linear space (and polynomial time). ⊣

We shall see in Section 4, Theorem 4.11, that Theorem 3.10
covers allthe spectral reals, therefore the spectral reals do not
form a field. Moreprecisely we have the following Corollary:

Corollary 3.11. The spectral reals are not closed under addition
norunder multiplication. Furthermore, they are closed under the
operation1− x iff the complement of a spectrum is a spectrum.

We now turn the question of algebraicity and transcendence of
spectralreals. Clearly, every first order spectral real is a
recursive real in thesense of A. Turing [127]. Using Liouville’s
Theorem4, we can see thatmany transcendental reals are first order
spectral.

4Liouville’s Theorem states, in simplified form, that a real of
the form r =P

n2−f(n)

where f(n) ≥ n! is transcendental.
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Open Question 11. Are there any irrational algebraic reals which
arespectral?

One way of analyzing irrational numbers is by counting the
numberof 1s in their binary representation. For a real r ∈ (0, 1)
let γr(n) bethe number of 1s among its first n digits. If r = rφ is
spectral we haveγr(n) = γphi(n).

In the sequel we follow closely and quote from M. Waldschmidt
[129].

Theorem 3.12 (Bailey, Borwein, Crandall, and Pomerance, 2004,
[8]).Let r be a real algebraic number of degree d ≥ 2. Then there
is a positivenumber Cr,d, which depends only on r, such that γr(n)
≥ Cr,dn

1d .

In other words, if a spectral number rφ is algebraic of degree d
≥ 2,then γφ(n) ≥ Cφ,dn

1d , for some positive number Cφ,d.

To get more information about irrational numbers r we have to
look atthe binary string complexity of r ∈ (0, 1). We consider r as
an infinitebinary word.

Definition 3.13 (Binary string complexity). The binary string
com-plexity of r is the function pr(m) which counts, for each m the
numberof distinct binary words w of length m occuring in r. Hence
we have1 ≤ pr(m) ≤ 2m, and the function pr(m) is
non-decreasing.

Conjecture 12 (E. Borel 1950, [12]). The binary string
complexity ofan irrational algebraic number r should be pr(m) =
2

m.

Definition 3.14. We call a real number r ∈ (0, 1) automatic if
then-th bit of its binary expansion can be generated by a finite
automatonfrom the binary representation of n.

Clearly, the binary string complexity of an automatic real is
O(m).

Open Question 13. Is every automatic real a spectral real?

In 1968 A. Cobham, [20] conjectured that automatic numbers are
tran-scendental. This was proven in 2007 by B. Adamczewski and Y.
Bugeaud,[1]. They actually proved a stronger theorem.

Theorem 3.15 (B. Adamczewski and Y. Bugeaud, 2007). The
binarystring complexity pr(m) of a real irrational algebraic number
r satisfies

lim infm→∞

pr(m)

m= +∞

Borel’s Conjecture would imply that the binary string complexity
pr(m)of a real irrational algebraic number r satisfies

lim infm→∞

pr(m)

2m= 1
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Open Question 14. Does the binary string complexity pr(m) of a
spec-tral real r satisfy

lim infm→∞

pr(m)

2m< 1

or even

lim infm→∞

pr(m)

2m= 0?

From Theorem 3.15 one gets that the Fibonacci numbers, which
willbe shown to form a spectrum in Corollary 4.12 of Section 4.3,
give us atranscendental spectral number. More generally, we get the
following:

Proposition 3.16. Let rφ be a spectral real such that the gap
functionδφ(n) is monotonically increasing and grows exponentially.
Then pφ(n) =O(n). Therefore, rφ is transcendental.

The analysis of computable reals in binary or b-adic
presentation istricky because of the behaviour of the carry, cf.
[17]. Let F be a class offunctions f : N→ N.

Definition 3.17.A real number α is called F-Cauchy computable if
there are functionsf, g, h ∈ F such that for

rn =f(n)− g(n)h(n) + 1

we have that for all n ∈ N

| rn − α |≤1

n+ 1.

A real number α ∈ [0, 1] in b-adic presentation is called
F-computable ifthere is f : N→ {0, . . . , b− 1} such that

α =∑

n∈N

f(n)b−n

Note that it is not clear at all how to define spectral Cauchy
reals. If Fcontains the function 2n then the F computable reals in
b-adic presenta-tion are also F-Cauchy computable. In particular,
this is true for F = E iand i ≥ 3.

Open Question 15. Are the b-adic E2-computable reals E2-Cauchy
com-putable?

Recently, E2-Cauchy computable reals have received quite a bit
of at-tention, cf. [119, 120]. The following summarizes what is
known.

Proposition 3.18 (D. Skordev). (i) The E2-Cauchy computable
re-als form a real closed field.
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(ii) The transcendental numbers e and π, and the Euler constant
γ andthe Liouville number

∑

n∈N 10a−n! are E2-Cauchy computable.

(iii) There are E3-Cauchy computable reals which are not
E2-Cauchy com-putable.

Let Flow be the smallest class of functions in E2 which contains
theconstant functions, projections, successor, modified difference,
and whichis closed under composition and bounded summation. A real
α is low ifα is Flow-Cauchy computable. The low reals also form a
real closed field.In [125] low reals are studied and some very deep
theorems about lowtranscendental numbers are obtained, the
discussion of which would taketoo much space.

Open Question 16. Is the inclusion Flow ⊆ E2 proper?
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§4. Approach I: Recursion Theory.

This approach has generated all in all four papers (namely [7]
by G.Asser in 1955, [98] by A. Mostowski in 1956, [110] by R.
Ritchie, and [95]by S. Mo in 1991) and two Ph.D. dissertations,
namely [109] by R. Ritchiein 1960 and [9] by J. Bennett in 1962.
These works share the commonfeature of being hardly available for
many readers on various grounds:Asser’s and Mostowski’s papers are
difficult to read because they are morethan fifty years old and
Asser’s paper is in German. Bennett’s thesis,cited in many papers,
is almost equally old and in addition has remainedunpublished.
Finally, Mo’s paper, though more recent, is in Chinese.This is the
reason why we propose in Section A a detailed review of
thesereferences, including several sketches of proofs in modern
language. In thepresent section, after some background material, we
present a syntheticsurvey of the recursive approach of the spectrum
problem.

4.1. Grzegorczyk’s Hierarchy. For a detailed presentation of
thematerial in this subsection, see eg. [114]. A. Grzegorczyk’s
seminal paper[65] about classification of primitive recursive
functions was publishedin 1953, one year after Scholz’s question,
and two years before Asser’spaper. Hence, Grzegorczyk’s Hierarchy
was not the standard way toconsider primitive recursive functions
in the mid-fifties. And actually, G.Asser and A. Mostowski deal
with recursive aspects of spectra, but notexplicitly with
Grzegorczyk’s classes, though it is the usual framework inwhich
their results are presented. It is only in J. Bennett’s thesis in
1962and especially in S. Mo’s paper in 1991 that one finds an
explicit studyof spectra in terms of Grzegorczyk’s classes.

In the sequel a function is always intended to be a function
from someNk to N (total, unless otherwise specified).

Definition 4.1 (Elementary functions). The class E of elementary
func-tions is the smallest class of functions containing the zero,
successor, pro-jections, addition, multiplication and modified
subtraction functions andwhich is closed under composition and
bounded sum and product (i.e.f(n, ~x) =

∑ni=0 g(i, ~x) and f(n, ~x) =

∏ni=0 g(i, ~x), with previously defined

g). We denote by E⋆ the elementary relations, i.e. the class of
relationswhose characteristic functions are elementary.

The class E was introduced by Kalmár [81] and Csillag [28] in
the forties,and contains most usual number-theoretic functions. It
also correspondsto Grzegorczyk’s class E3, that we define
below.
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Definition 4.2 (Primitive recursion). Let f, g, h be functions.
We saythat f is defined from g and h by primitive recursion when it
obeys a

schema:

{f(0, ~x) = g(~x)f(n+ 1, ~x) = h(n, ~x, f(n, ~x))

.

The class of primitive recursive functions, denoted by PR, is
the small-est class of functions containing the zero function, the
successor function,the projection functions, and which is closed
under composition and prim-itive recursion.

For instance, elementary functions are primitive recursive. The
follow-ing binary function Ack, known as Ackermann’s function, is
provably notprimitive recursive, whereas all unary specialised
functions Ackx : y 7→Ack(x, y) are primitive recursive:

Ack(0, y) = y + 1Ack(x+ 1, 0) = Ack(x, 1)Ack(x+ 1, y + 1) =
Ack(x,Ack(x + 1, y))

In order to introduce Grzegorczyk’s hierarchy, we need a weaker
versionof primitive recursion, in which the newly defined functions
have to bebounded by some previously defined function.

Definition 4.3 (Bounded recursion). Let f, g, h, j be functions.
Wesay that f is defined from g, h and j by bounded recursion when
it obeys

a schema:

f(0, ~x) = g(~x)f(n+ 1, ~x) = h(n, ~x, f(n, ~x))f(n, ~x) ≤ j(n,
~x)

Let fn (n = 0, 1, 2, . . . ) be the following sequence of
primitive recursivefunctions :

- f0(x, y) = y + 1,- f1(x, y) = x+ y,- f2(x, y) = (x+ 1) · (y +
1),- and for k ≥ 0

{fk+3(0, y) = fk+2(y + 1, y + 1)fk+3(x+ 1, y) = fk+3(x, fk+3(x,
y))

Roughly speaking, the important feature is that the functions fn
aremore and more rapidly growing. Several other similar sequences
of in-creasingly growing functions can be used to define
Grzegorczyk’s classes.

Definition 4.4 (Grzegorczyk’s hierarchy). The Grzegorczyk’s
class Enis the smallest class of functions containing the zero
function, the projec-tions functions and fn and which is closed
under composition and boundedrecursion. The associated classes of
relations En⋆ are defined as the classof relations on integers with
a characteristic function in En.

Note that, for sake of simplicity, we use the same notation for
a class ofrelations of various arities (eg. E3⋆ ) and the class of
unary relations (i.e.
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sets) it contains. Which one is intended will always be clear
from thecontext.

The main features of Grzegorczyk’s classes were studied by A.
Grzegor-czyk in [65] and by R. Ritchie in [110].

Theorem 4.5 (A. Grzegorczyk (1953)).

- The functional hierarchy is strict for n ≥ 0, i.e. we have En
( En+1.- The relational hierarchy is strict for n ≥ 3, i.e. we have
En⋆ ( En+1⋆ .- For the initial levels of the relational hierarchy,
we have E0⋆ ⊆ E1⋆ ⊆E2⋆ ⊆ E3⋆ .

- The Kalmár-Csillag class of elementary functions E is equal
to E3.- Finally, the full hierarchy corresponds to primitive
recursion, i.e.PR = ⋃+∞n=0 En.

Theorem 4.6 (R. Ritchie (1963)). We have E2⋆ 6= E3⋆ [110].

Note that the possible separation of the relational classes E0⋆
, E1⋆ , E2⋆ isstill an open question.

Open Question 17. Are the inclusions in

E0⋆ ⊆ E1⋆ ⊆ E2⋆proper?

An important point is that the functional hierarchy deals with
the rateat which functions may grow: intuitively, functions in the
low level ofthe hierarchy grow very slowly, while functions higher
up in the hierarchygrow very rapidly. However, this feature does
not hold for the relationalhierarchy, because characteristic
functions do not grow at all (they are0−1 valued). For instance,
the ternary relations z = x+y, z = x×y, z =xy as well as z = Ack(x,
y) all belong to E0⋆ , whereas the correspondingfunctions provably
do not lie in E0.

4.2. Rudimentary relations and strictly rudimentary relations.In
addition to primitive recursive classes of relations, we also
introducetwo new classes of relations with an arithmetical flavour,
namely the rudi-mentary and strictly rudimentary relations. These
classes were originallyintroduced by R. Smullyan [121], and a major
reference about rudimen-tary relations and subclasses is J.
Bennett’s thesis [9].

Definition 4.7 (Rudimentary relations). Denote by Rud the
smallestclass of relations over integers containing the graphs of
addition and mul-tiplication (seen as ternary relations) and closed
under Boolean operations(¬, ∧, ∨) and bounded quantifications (∀x
< y . . . and ∃x < y . . . ).
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In spite of its very restricted definition, the class Rud is
surprisinglyrobust (eg. it has several equivalent definitions in
the fields of computa-tional complexity, recursion theory, formal
languages etc.) and large. Forinstance, the following formula
defines the set of prime numbers:

x > 1 ∧ ∀y < x ∀z < x ¬( x = y.z )More (sometimes VERY)
sophisticated formulas prove that the ternaryrelation z = xy is
rudimentary (Bennett [9]), as well as the graph z =Ack(x, y) of
Ackermann’s function (Calude [13]), which is not primitiverecursive
(as a function), or the four-ary relation xy ≡ z [mod t]
(Hesse,Allender, Barrington [71]). Actually, we are not aware of a
natural numbertheoretic relation which is provably not
rudimentary.

The following is easy to see.

Proposition 4.8. Rud ⊆ E0⋆ ⊆ E1⋆ ⊆ E2⋆ .

However, the equality remains an open question (and would
implyRud = E2⋆ as well, since the closure of E0⋆ by polynomial
substitutionis E2⋆ whereas Rud is closed under polynomial
substitution).

Open Question 18. Are the inclusions in Rud ⊆ E0⋆ ⊆ E1⋆ ⊆
E2⋆proper?

It remains to introduce the strictly rudimentary relations. Let
us con-sider the dyadic representation of integers, i.e. n ∈ N is
represented bya word in {1, 2}∗. Compared to binary notation,
dyadic notation avoidsthe problem of leading 0s and yields a
bijection between integers andwords. When integers are seen as
words, it is natural to consider subwordquantifications instead of
ordinary bounded quantification. We say thatw = w1 . . . wk is a
subword of v = v1 . . . vp and we denote w ↾v when thereexists 1 ≤
i ≤ p such that w1 = vi, . . . , wk = vi+k−1. Of course, if x ↾
y,then x ≤ y.

Definition 4.9 (Strictly rudimentary relations). Denote by Srud
thesmallest class of relations over integers containing the graphs
of dyadicconcatenation (seen as a ternary relation) and closed
under Boolean op-erations (¬, ∧, ∨) and subword quantifications
(∀x↾y . . . and ∃x↾y . . . ).

There are only few examples of strictly rudimentary relations,
e.g. xbegins (or ends or is a part of) y (as dyadic words), x = y,
the dyadicrepresentation of x is a single symbol, the dyadic
representation of xcontains only one type of symbol. On the other
hand, several relationsare provably not strictly rudimentary such
as x ≤ y, x = y + 1, x and yhave the same dyadic length and the
dyadic representation of x is of theform 1n2n for some n (V.
Nepomnjascii 1978, see [101]).
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Note that rudimentary relations were originally (and
equivalently) de-fined by Smullyan [121] using dyadic concatenation
as a basis relationinstead of addition and multiplication. Clearly,
we have Srud ( Rud.

4.3. Recursive and arithmetical characterizations of spectra.In
the fifties and sixties, following the tastes of their time,
logicians aim atcharacterizing Spec via recursion and arithmetics.
Typically, they wishedto obtain the characteristic functions of
spectra as the 0-1-valued func-tions in a class defined by closure
of a certain set of simple functions un-der certain operators (such
as composition or various recursion schemas).From this point of
view, their results are not totally satisfactory becausethey are
either partial, or somehow cumbersome or unnatural. However,these
studies show that the class of spectra is very broad, and that
mostclassical arithmetical sets are spectra.

The class Spec is set within Grzegorczyk’s hierarchy (by G.
Asser in [7]and A. Mostowski in [98]), from which we can deduce
that all rudimentarysets are spectra.

Theorem 4.10 (G. Asser (1955)). Spec ( E3⋆Asser’s theorem is
based on a rather complicated and artificial arith-

metical characterization of spectra (see Subsection A.1). In
particular,Asser’s construction is of no help in proving that a
particular set is (ornot) spectrum.

Though he actually uses a slightly different class (see
Subsection A.2),the following result is usually attributed to
Mostowski:

Theorem 4.11 (A. Mostowski (1956)). E2⋆ ⊆ SpecNote that equality
in Mostowski’s theorem remains an open question.

Open Question 19. Is the inclusion in E2⋆ ⊆ Spec proper?The
following corollary is not stated by A. Mostowski, but can be
found

in J. Bennett’s thesis. It is worth noting because one of the
most fruitfulways in proving that various arithmetical sets are
spectra is to prove thatthey are actually rudimentary.

Corollary 4.12. Rud ⊆ SpecFor instance, any set defined by a
linear or polynomial recurrence condi-

tion, such as the Fibonacci numbers (i.e. those numbers
appearing in thesequence defined by u0 = u1 = 1 and un+2 = un +
un+1), is rudimentary(see [39]). From Corollary 4.12, we deduce
that such sets are spectra, asannounced in Section 3. Similarly,
using the fact that the set of primenumbers is rudimentary and the
exponentiation has a rudimentary graph,one proves that the sets of
Fermat primes (of the form 22

n

+1), Mersenne
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primes (of the form 2p − 1 with p a prime), or twin primes (p
prime suchthat p+ 2 is also a prime) are rudimentary (hence also
spectra).

Note that the question of whether the inclusion in Corollary
4.12 isproper is still open.

Open Question 20. Do we have Rud = Spec?

This problem is further investigated in Subsubsection 6.3.3.

An arithmetic characterization of Spec in terms of strictly
rudimentaryrelations is also given, among many other results (see
Subsection A.3), byJ. Bennett in his thesis.

Theorem 4.13 (J. Bennett (1962)).A set S ⊆ N is in Spec iff it
can be defined by a formula of the form∃y≤2xjR(x, y) for some j ≥
1, where R is in Srud. i.e.,

S = {x ∈ N | ∃y≤2xjR(x, y)}for some R ∈ Srud and j ≥ 1.

J. Bennett also characterizes spectra of higher order logics and
showsthat the union of spectra of various orders equals the class
of elementaryrelations E3⋆ .

The characterization of spectra stated in Theorem 4.13 is rather
simpleand elegant. However, once again, it is not really useful in
proving that agiven set is a spectrum, now because Srud is very
restrictive. A somehowsimilar characterization of Spec using Rud
instead of Srud would havebeen more powerful - but, one gets this
way second-order spectra.

Finally, let us note a late paper on the recursive aspect of
spectra,namely [95], due to the Chinese logician Mo Shaokui in 1991
(see Subsec-tion A.4). The solution to Scholz’s problem proposed
there is of the sametype as Bennett’s characterization. However,
the only bibliographic refer-ences in Mo’s paper are Scholz’s
question [116] and Grzegorczyk’s paper[65], so that it can be
considered completely independent from all othercontributions about
spectra. Section A summarises this paper’s results.
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§5. Approach II: Complexity Theory. The spectrum problem,
for-mulated in the early 1950s, predates complexity theory since
the notionsof time or space bounded Turing machines first emerged
in the 1960s (see[70, 83]). However, the first results about
complexity of spectra appearedvery soon (see Subsection 5.3), and
computational complexity characteri-sations of spectra were found,
in at least three independent early contexts(see Subsection 5.4).
Later on, several refinements and developments ofthese seminal
results have been published (see Subsections 5.7 and 5.8).

Turing machines and other standard models of computation operate
onwords, not on numbers. Let L ⊆ Σ∗ be a set of finite words over a
fixedfinite alphabet Σ. Without loss of generality we assume Σ =
{0, 1}, andthat input words have no leading zeros.

The archetypical task, given a language L, is to study the
complexityof deciding membership in L of a word x as a function of
the length |x|,i.e., asymptotic growth rate of the time, space or
other computationalresources needed to decide whether x ∈ L.

5.1. Complexity and spectra. In this section, for a fixed
sentence φ,the set of natural numbers spec(φ) is seen as the set of
positive instancesof a decision problem (given a number n, is there
a model of φ with nelements?).

When dealing with computational complexity, we convert spectra
(setsof natural numbers) into languages (over alphabet {0, 1}). The
spectrumproblem can thus be rephrased as: What is the computational
complexityof the decision problems for spectra?

Complexity classes. Denote by NTIME(f(n)) (resp. DTIME(f(n)))
theclass of binary languages accepted in time O(f(n)) by some
non-determi-nistic (resp. deterministic) Turing machine, where n is
the length of theinput. Similarly, let us denote by DSPACE(f(n))
the class of languagesaccepted in space O(f(n)) by some
deterministic Turing machine. Somewell-known complexity classes
which concern us here are:

L = DSPACE(log n) ⊆ NL = NSPACE(log n)LINSPACE = DSPACE(n) ⊆
NLINSPACE = NSPACE(n)

P =⋃

c≥1

DTIME(nc) ⊆ NP =⋃

c≥1

NTIME(nc)

E =⋃

c≥1

DTIME(2c·n) ⊆ NE =⋃

c≥1

NTIME(2c·n)

Finally, if C denotes a complexity class, we denote its
complement class,i.e. the class of binary languages L such that Σ∗
− L ∈ C, by coC.

Of course, the perennial open questions are:
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Open Question 21. (i) Are any of the inclusionsL ⊆ NL, LINSPACE
⊆ NLINSPACE, P ⊆ NP and E ⊆ NE proper?

(ii) Do any of the equalities NP = coNP and NE = coNE hold?

Surprisingly, the following was shown independently by N.
Immermannand R. Szelepcźenyi in 1982, cf. [76]:

Theorem 5.1 (Immermann, Szelepcźenyi 1982).NL = coNL and
NLINSPACE = coNLINSPACE.

In Section 6 we shall also make use of the polynomial time
hierarchyPH and its linear analogue LTH.

The class Rud lies between L and LINSPACE, and must be
differentfrom one of them.

Proposition 5.2.

(i) (Nepomnjascii 1970, [100]) L ⊆ Rud(ii) (Wrathall 1978,
[132]) Rud = LTH(iii) (Myhill 1960, [99]) LTH ⊆ LINSPACE

Open Question 22.Are the inclusions L ⊆ Rud = LTH ⊆ LINSPACE
proper?

Number representations by binary or unary words. It is natural
to usebinary notation for natural numbers (an alternative without
leading zerosis Smullyan’s dyadic notation [121]). The shortest
binary length anddyadic length of the natural number n are very
close to ⌈log2 n⌉, whereasits unary length is of course n, and we
have n = 2log2 n. Consequently,the same (mathematical) computation
that is performed by some Turing

machine in time eg. O(2c·|n|) when |n| is the binary length of
the naturalnumber input, is also performed (by a slightly different
Turing machine)in time O(nc) when n is the (unary length of the)
natural number input.

Unary notation (also called tally notation, i.e. the number n is
rep-resented by the word 1 . . . 1 composed of n ones) also has its
fans, forreasons explained in the description of Fagin’s work. Most
results in thissection may be stated in either notation, but for
sake of simplicity, andunless explicitly stated otherwise, we use
binary notation. The length ofa binary or unary word x is written
|x|.

Recall that Spec denotes the set of spectra of first-order
sentences, i.e.,

Spec = {spec(φ) | φ is a first-order sentence}5.2. Spectra,
formal languages, and complexity theory. Formal

language theory was much studied in the early 1960s, cf. [69],
in particu-lar the Chomsky hierarchy. While the regular and
context-free languageclasses were well-understood, several
questions remained open for largerclasses. We need here the
following:
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Theorem 5.3.

(i) (Ritchie 1963, [110]) E2⋆ = LINSPACE(ii) (Kuroda 1964, [83])
A language L is context sensitive iff

L ∈ NLINSPACE.For our discussion one should remember that at
that time it was then

(as now) unknown whether LINSPACE = NLINSPACE and also
unknownwhether NLINSPACE was closed under complementation. The
latter wasonly resolved positively more than 20 years later, see
Theorem 5.1.

These open questions showed a tantalising similarity to Scholz’
andAsser’s questions. If we identify characteristic functions with
sets, thenBennett’s 1962 thesis combined with Asser, Mostowski and
Ritchie’s re-sults, yield

LINSPACE ⊆ Spec ⊆ E3⋆ and LINSPACE ⊆ NLINSPACE ⊆ E3⋆ .

This led to a conjecture Spec?= NLINSPACE, that spectra might
be

coextensive to the context sensitive languages. The analogy
fails, though,since more than n “bits of storage” are needed to
store an n-elementmodel M of a sentence φ.

5.3. An early paper. One of the first papers explicitly relating
spec-tra to bounded resource machine models of computation is [113]
(in Ger-man), due to Rödding and Schwichtenberg from Münster in
1972. Thisswitch from recursion theory to complexity theory had
been preparedten years before by Bennett and Ritchie, and Rödding
and Schwichten-berg made a step further. The model of computation
they use is notTuring machines, but register machines. As Bennett
does, Rödding andSchwichtenberg not only consider spectra of
first-order sentences, but alsohigher order spectra, namely spectra
of sentences using i-th order vari-ables. Let us denote by ho−speci
the class of spectra of sentences usingi-th order variables. Let us
define the following sequence of functions :let exp0(n) = n, and
expi+1(n) = 2

expi(n). Along with other results in thefield of recursion
theory, Rödding and Schwichtenberg prove the followingtheorem.

Theorem 5.4 (Rödding and Schwichtenberg 1972 [113]). For all i
∈ N,we have DSPACE(expi(n)) ⊆ ho−speci+1.

In particular, taking i = 0, first-order spectra are thereby
shown to con-tain DSPACE(n). Let us finally remark that Rödding
and Schwichtenbergdid not consider non-deterministic complexity
classes.

5.4. First-order spectra and non-deterministic exponential
time.Scholz’s original question (see [116]) was finally answered
after twentyyears, when Jones and Selman related first-order
spectra to non-determi-nistic time bounded Turing machines. Their
result was first published in
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a conference version in 1972 (see [79]), and the journal version
appearedin 1974 (see [80]). The following theorem holds.

Theorem 5.5 (Jones and Selman 1972 [79]). Spec = NE.

This leads to a complexity theory counterpart of Asser’s
question:

Corollary 5.6. Spec = coSpec if and only if NE = coNE.

They note that this does not answer Asser’s question, but it
shows thelink with a wide range of closure under complement
questions, in com-plexity theory. Presently, we know that many of
them are very difficultquestions.

Proof ideas. To see that Spec ⊆ NE, consider spec(φ) ∈
Spec.Since the sentence φ is fixed, satisfaction M |= φ can be
decided in timethat is at most polynomial in the size of modelM,
where the polynomial’sdegree depends on the quantifier nesting
depth in φ. A simple guess-and-verify algorithm is: given number x,
non-deterministically guess anx-element modelM, then decide
whetherM |= φ is true. Time and space2c·n suffice to store an
x-element model and checkM |= φ, where constantc is independent of
x and n is the length of x’s binary notation. Thus thealgorithm
works in non-deterministic exponential time (as a function ofinput
length n).

To show Spec ⊇ NE, let Z be a nondeterministic time-bounded
Turingmachine that runs in time 2c·n on inputs of length n. Here
the input isa word x of length n. We think of x as a binary-coded
natural number.Computation C can be coded as a word C =
config0config1 . . . config2c·nwhere config0 contains the Turing
machine’s input, and each config t en-codes the tape contents and
control point at its t-th computational step.

Now we have to find a first-order sentence φ such that:

(i) For every input-accepting Z computation, M |= φ for some
modelM of cardinality x

(ii) If Z has no computation that accepts its input, then φ has
no modelof cardinality x

Each config t length is at most 2c·n, so C has length bound
2c

′·n = xc′

for c′ independent of n. A model M of cardinality x contains,
for eachk-ary predicate symbol P of sentence φ, a relation P ⊆ {0,
1, . . . , x−1}k.Thus a model can in principle “have enough bits”
xk = 2k logx = 2O(|x|)

to encode all the symbols of computation C.The remaining task is
to actually construct φ so it has a model M

of cardinality x if and only if Z has a well-formed computation
C thataccepts input x. In effect, the task is to use predicate
logic to check thatC is well-formed and accepts x. The technical
details are omitted fromthis survey paper; some approaches may be
seen in [80, 40, 18] ⊣
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5.5. Relationship to the question P?= NP. Let UN = {L|L ⊆
1∗}

be the set of tally languages (each is a set of unary words over
the one-letter alphabet {1}) and let NP1 = NP ∩ UN. Since there is
a naturalidentification between NP1 and NE, we can deduce that if P
= NP, thenNP = coNP and NE = coNE, i.e. the complement of a
spectrum isa spectrum. Of course, it also holds that if there is a
spectrum whosecomplement is not a spectrum, i.e. if NE 6= coNE,
then NP 6= coNP andP 6= NP. The converse implication remains
open.

5.6. Independent solutions to Scholz’s problem. The
character-ization of spectra via non-deterministic complexity
classes was indepen-dently found also by Christen on the one hand
and Fagin on the otherhand during their PhD studies.

Claude Christen’s thesis5 [18] (1974, ETH Zürich, E. Specker)
remainsunpublished, and only a small part was published in German
[19]. Chris-ten discovered all his results independently, and only
in the late stage ofhis work his attention was drawn to Bennett’s
work [9] and the paperof Jones and Selman [79]. It turned out that
most of his independentlyfound results were already in print or
published by Fagin after completionof Christen’s thesis.

Ronald Fagin’s thesis (1973, UC Berkeley, R. Vaught) is treasure
ofresults introducing projective classes of finite structures,
which he calledgeneralized spectra (see Subsection 5.7) that had
wide impact on what isnow called descriptive complexity and finite
model theory. Most of ourknowledge about spectra till about 1985
and, to some extent far beyondthat, is contained in the published
papers (see [41, 43, 42]) emanating fromFagin’s thesis [40]. In
this survey, these papers are pervasive. Right now,let us begin
with reviewing what is said in [41] about the consequences ofthe
complexity characterization of spectra per se.

Recall that E =⋃

c≥1 DTIME(2c·n) ⊆ NE and let us examine the clo-

sure under complementation problem. Since E = coE, it is clear
that ifa first-order spectrum is in E, then its complement is also
a first-order

spectrum. Of course, the question E?= NE is still open. Fagin
notes

that E contains the spectra of categorical sentences, i.e.
sentences thathave at most one model for every cardinality. Thus,
one obtains a modeltheoretic question closely related to Asser’s
question.

Open Question 23. Is every spectrum the spectrum of a
categoricalsentence ?

Besides reviewing many natural sets of numbers that are spectra,
Faginalso proves by a complexity argument the existence of a
spectrum S such

5Claude Christen, born 1943, joined the faculty of CS at the
University of Montrealin 1976 and died there, a full professor,
prematurely, April 10, 1994.
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that {n | 2n ∈ S} is not a spectrum (see also [74] for a recent
proof bydiagonalization).

5.7. Generalized first-order spectra and NP: Fagin’s result.Let
us spend some time on what is called generalized first-order
spectraby Fagin in his 1974 paper [41], and is nowadays more
usually referedto as (classes of finite structures definable in)
existential second-orderlogic. Our main goal is to clarify the
differences and the connections withordinary first-order
spectra.

In this subsection, we are no longer interested in the size of
the finitemodels of some given sentence, but in the models
themselves. Hence, letσ and τ be two disjoint vocabularies, and let
φ be a first-order σ ∪ τ -sentence. The generalized spectrum of φ
is the class of finite τ -structuresthat can be expanded to models
of φ. In other words, it is the class of finitemodels of the
existential second-order sentence ∃σφ with vocabulary τ .The
vocabulary τ is usually refered to as the built-in vocabulary,
whereasσ is often called the extra vocabulary. Note that
generalized spectraare finite counterparts to Tarski’s projective
classes (see [124]). Fagin’stheorem states the equivalence between
generalized spectra and classes offinite structures accepted in NP
.

Theorem 5.7 (Fagin 1974 [41]). Let τ be a non-empty vocabulary.
Aclass of finite τ -structures K is a generalized spectrum iff K ∈
NP.

If the built-in vocabulary τ is empty, then the τ -structures
are merelysets. From a computational point of view, it is natural
to see such emptystructures as unary representations of natural
numbers. From a logicalpoint of view, one obtains ordinary spectra.
Hence, Fagin rephrases Jonesand Selman’s complexity
characterization of first-order spectra as follows:

Proposition 5.8. A set S, if regarded as a set of unary words,
is afirst-order spectrum if and only if S ∈ NP1.

Concerning the complement problem for generalized spectra, in
viewof Fagin’s theorem, it is not surprising that the general case
remainsopen. However, the following is known. If σ consists of
unary predicatesonly, it is called unary. It has been proved in
several occasions thatunary generalized spectra are not closed
under complement (see Fagin1975 [42], Hajek 1975 [67], Ajtai and
Fagin 1990 [3]). For instance, itis shown in [42] by a game
argument that the set of connected simplegraphs is not a unary
generalized spectrum. In contrast, it is easy todesign a monadic
existential second-order sentence defining the class
ofnon-connected simple graphs.

Since our survey deals with spectra and not with descriptive
complexityas a whole, we will not say any more on this subject.
However, let us notethat descriptive complexity [76] emerged as a
specific field of research outof Fagin’s paper about generalized
spectra.
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5.8. Further results and refinements. During the late 1970s
andthe 1990s, several results were published that generalize Jones
and Sel-man’s result to higher order spectra on the one hand, and
that refine thisresult, in order to obtain correspondences between
certain complexityclasses and the spectra of certain types of
sentences.

In 1977, Lovász and Gács [86], it is shown essentially that
there aregeneralized first order spectra such that their complement
cannot be ex-pressed with a smaller number of variables. To do this
they introducedfirst order reductions, which became a very
important tool in finite modeltheory and descriptive complexity. In
fact they were the first to show theexistence of decision problems
which are NP-complete with respect tofirst order reductions.

First order reductions were used in (un)decidability results
early on,[123], and more explicitely in [107]. For a systematic
survey, see [21, 89].In the context of generalized spectra they
were rediscovered independentlyalso by Immerman in [75], Vardi in
[128] and Dahlhaus in [30]. First orderreductions are of very low
complexity, essentially they are uniform AC0

transductions. The first use of low complexity reduction
techniques seemsto be Jones [78] who termed them log-rudimentary.
Allender and Gore[4] showed them equivalent to uniform AC0
reductions.

Open Question 24. Is there a universal (complete) spectrum S0
anda suitable notion of reduction such that every spectrum S is
reducible toS0?

Note that this question has two flavors, one where we look at
spectrain terms of sets of natural numbers, and one where we look
at sets of(cardinalities of) finite models and their defining
sentences. First orderreductions may be appropriate in the latter
case.

In 1982, Lynch [88] relates the computation time needed to
decide prop-erty on set of integers to the maximal arity of symbols
required in thesentence to define this property. Below, we refine
the definition of classesof spectra in order to take into account
some specific syntactic restrictionson sentences.

Definition 5.9. Let d ∈ N∗, the following classes are defined as
fol-lows.

(i) specd (resp. f-specd) is the class of spectra of first-order
sentencesover arbitrary predicate (resp. predicate and function)
symbols ofarity at most d.

(ii) spec(k∀) (resp. specd(k∀)) is the class of spectra of
prenex first-order sentences involving at most k variables that are
all universallyquantified (resp. and involving predicate symbols of
arity at most d).The classes f-spec(k∀) and f-specd(k∀) are
analogously defined.
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(iii) Finally, let specd(+) be the class of spectra of
first-order sentencesover the language containing one ternary
relation interpreted as theaddition relation over finite segments
of N and predicate symbols ofarity at most d

Some inclusions between these classes are easy to obtain: more
resources(in terms of arity or number of variables) means more
expressive power.Hence, for example, for all i, j ∈ N such that i
< j:

speci ⊆ specj, f-speci ⊆ f-specj and speci ⊆ f-speci.The
following results proves a first relationship between time
complexity

of computation and “syntactic” complexity of definition.

Proposition 5.10 (Lynch 1982 [88]).For all d ≥ 1, NTIME(2d·n) ⊆
specd(+).

The converse of this result remains open. It refines the
complexitycharacterization of first-order spectra and has many
further developmentsthat we present in Section 6. From a technical
point of view, note thatLynch works with so-called “word-models”.
Namely, a binary word w withlength n is seen as a structure with
universe {0, . . . , n−1}, equipped withsome arithmetics (eg.
successor predicate or addition predicate) and witha unary
predicate that indicates the positions of the digits 1 of w.
Themethods developed in this paper are re-used later on by several
authors.

Open Question 25. Is the inclusion d ≥ 1, NTIME(2d·n) ⊆
specd(+)proper?

Finally, Lynch explains that, from an attentive reading of
Fagin’s proof,one can only deduce that if some language L is in
NTIME(2d·n), then Lis in spec2d i.e. is a the spectrum of a
first-order sentence involvingpredicates of arity at most 2d. Even
though Lynch’s result is not anexact characterization, but only an
inclusion, it has been very influentialto other researchers.

In a series of papers published between 1983 and 1990 (see [58,
60, 59,61, 62, 64]), Grandjean proposes two fruitful ideas. The
first one is touse RAM machines as a natural model of computation
for general logicalstructures instead of Turing machines, which are
best fitted for languages(or word structures). The second idea is
to remark that the time com-plexity seems closely related to the
syntactical form of the sentences (andmore specifically in this
case with the number of universally quantifiedvariables). Let
NRAM(f(n)) be the class of binary languages accepted intime O(f(n))
by a non-deterministic RAM (with successor), where n isthe length
of the input.


	
36 A. DURAND, N. D. JONES, J. A. MAKOWSKY, AND M. MORE

Theorem 5.11 (Grandjean 1983 [60, 61, 62, 64]).For all d ≥ 1, we
have NRAM(2d·n) = f-spec(d∀) = f-specd(d∀).

The case d = 1 i.e. the case of sentences with one universally
quantifiedvariable, is more involved: it requires to encode
arithmetic predicates suchas linear order or addition that appear
intrinsically in the characterizationof computation by sentences
with one variable. It is developed in thepapers [62, 64]). In
passing, this implies that the presence of the additionrelation is
not mandatory in Proposition 5.10 provided (unary) functionsare
allowed in the language.

An interesting corollary of the latter characterization is that
when thenumber of (universally quantified) variables is fixed,
restricting the lan-guage to contain function or relation symbols
of arity bounded by d onlydoes not weaken the expressive power of
sentences and define the sameclass of spectra. In other words, the
following holds.

Corollary 5.12 (Grandjean 1983 [60, 61, 62, 64]). For all d ≥ 1,
itholds that f-spec(d∀) = f-specd(d∀).

The original proof of this result relies on complexity arguments
based onthe characterization of f-spec(d∀). We give here a purely
logical proof 6.

Proof of Corollary 5.12. For simplicity of notation, we give
theproof in the case d = 1. Let ϕ ≡ ∀tΨ where Ψ is quantifier-free
andwhose vocabulary is composed of function symbols of various
arities. LetTerm(Ψ) be the set of terms and subterms of Ψ. The
first idea is toassociate with each element τ of Term(Ψ) a new
unary function fτ . Thedefinition of fτ is as follows:

(i) if τ = t or τ is a constant symbol, then fτ (t) = τ ,(ii) if
τ = f(τ1(t), . . . , τk(t)) for some function symbol f of arity k,
then

fτ (t) = f(fτ1(t), . . . , fτk(t)).

One obtains a new sentence Ψ′ instead of Ψ by replacing each
termτ ∈ Term(Ψ) by fτ (t) in conjunction with the definition of
each functionsymbol fτ . Let us explain the transformation on some
example.

Let Ψ be the following very simple sentence with f of arity 2
and g ofarity 1:

E(f(

τ2︷ ︸︸ ︷

f(t, g(t)︸︷︷︸

τ1

), t)

︸ ︷︷ ︸

τ3

, t)

Then, Ψ′ corresponds to:

6We thank Étienne Grandjean for kindly giving us this
proof.
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E(fτ3(t), ft(t)) ∧ fτ3(t) = f(fτ2(t), ft(t))∧fτ2(t) = f(ft(t),
fτ1(t)) ∧ fτ1(t) = g(ft(t)) ∧ ft(t) = t

It is easily seen that the only non unary symbols (here f)
appear (ifthey do at all) only as an outermost symbol in atomic
formula. Let nowf(σ1(t)), . . . , f(σh(t)) be the list of terms in
Ψ

′ involving f . The ideais now to replace in Ψ′ each f(σi(t)) by
some new term Fi(t) where Fiis of arity one (let’s call this new
sentence Ψ′′) and to write down therelations between each pair
Fi(t) and Fj(t) for i, j ≤ h. This provides anew sentence ϕ′ =
∀t∀t′ (Ψ′′ ∧∆) where

∆ ≡∧

i,j≤h

(σi(t) = σj(t′)→ Fi(t) = Fj(t′))

The above method shows, when the number of variables is d = 1
how toreplace h-ary functions by unary functions. However, in order
to controlthe definition of the Fis we introduce one additional
quantified variable.To get rid of this additional variable one can
proceed as follows. First, thevocabulary is enriched with a binary
predicate < interpreted as a linearorder on the domain, and h
unary functions N j for j ≤ h. Let ∆′ be thefollowing sentence.

∆′ ≡∀(i, t)∃(j, x) N(j, x) = (σi(t), i, t)∧∀(j, x) 6=
(h,max)∃(j′, x′) (j′, x′) = (j, x) + 1 ∧N(j, x) < N(j′, x′)∧∀(j,
x) 6= (h,max)∃(j′, x′)∃(i, t)∃(i′, t′)

(j′, x′) = (j, x) + 1 ∧N(j, x) = (σi(t), i, t) ∧N(j′, x′) =
(σi′(t′), i′, t′)∧(σi(t) = σi′(t′)→ Fi(t) = Fi′(t′)).

where ∀(i, t) stands for ∧1≤i≤h ∀t and ∃(j, x) for∨

1≤i≤h ∃x; N(j, x) standsfor Nj(x). Similarly, (j, x) + 1
represents the successor of pair (j, x) inthe lexicographic
ordering of pairs (j, x), j ∈ {1, . . . , h} and x ∈ D. Theabove
sentence expresses the fact that the function N (in fact the union
offunctions N j , j ≤ h) is an increasing bijection from the set
{1, . . . , h}×Dto the set {(σi(t), i, t)|i ≤ h, t ∈ D}. This
sentence plays the same roleas the sentence ∆ but this time tuples
(σi(t), i, t) with the same firstcomponent σi(t) are contiguous in
the numbering N . Using a result ofGrandjean [64], one can replace
the linear ordering < by additional unaryfunctions. ⊣

To be complete, one should also mention the earlier (and weaker)
resultobtained by Pudlák [105] by purely logical argument at that
time.

Proposition 5.13 (Pudlák 75 [105]).f-spec(d∀) ⊆ f-specd(2d∀)
for all d ≥ 1.
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In the next section, we will examine more closely the expressive
powerof spectra on restricted vocabulary. The results of this
section show thata tight connection exists between nondeterministic
complexity classes andclasses of spectra defined by limiting the
number of universally quantifiedvariables in sentences. A natural
question is whether such a connectionexists when the language
itself is limited. In particular

Open Question 26. Is there a characterization as a complexity
classof the classes f-specd for all d ≥ 1 ?

This question has also some connections with problems addressed
inSection 6.4.
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§6. Approach III: Restricted vocabularies.

6.1. Spectra for monadic predicates. Maybe the simplest way
torestrict vocabularies is by limiting the arity of the symbols. In
that direc-tion, the smallest restricted class of spectra that can
be studied is that ofsentences involving only relation symbols of
arity one (so-called monadicin the literature). In this case, the
following can be proved:

Proposition 6.1 (Löwenheim 1915 [87], Fagin 1975 [42]). Let τ
be avocabulary consisting of unary relation symbols only and φ ∈
MSOL(τ).Then the spectrum of φ is finite or co-finite.

Proof. Use quantifier elimination or Ehrenfeucht-Fräıssé
games. ⊣Remark that the even numbers are a spectrum of the
following sentence

with one unary function:

∀x f(x) 6= x ∧ f2(x) = x.Hence, the most trivial extension of
monadic relational vocabulary al-

ready provide a spectrum which is neither finite nor co-finite.
Then, anatural question is whether the converse of Proposition 6.1
is true or not.The following observation can be made by remarking
that one can expressthe cardinality of a finite domain set by an
existential first-order formula.

Observation 6.2. Every finite or co-finite set X ⊆ N is a
first-orderspectrum for a sentence with equality only (i.e., no
relation or functionsymbols).

This contrast with the fact that every SO-spectrum is also an
SO-spectrum over equality only. This allows to conclude.

Proposition 6.3. If τ consists of a finite (possibly empty) set
of unaryrelation symbols, the MSOL(τ)-spectra are exactly all
finite and cofinitesubsets of N.

6.2. Spectra for one unary function. As remarked above, one
unaryfunction is enough to define nontrivial spectra. It turns out,
however, thata complete characterization of spectra for one unary
function (with addi-tional unary relations) is possible.

Definition 6.4. A set X ⊆ N is ultimately periodic if there are
a, p ∈ Nsuch that for each n ≥ a we have that n ∈ X iff n+ p ∈
X.

The set of even numbers is ultimately periodic with a = p = 2.
Again,one may observe

Observation 6.5. Every ultimately periodic set X ⊆ N is a first
orderspectrum for a sentence with one unary function and equality
only (thisis already true if the function is restricted to be a
permutation).
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Surprisingly, ultimately periodic sets are preci
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