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 Review
 MIRACLE OF REINFORCED STATES OF MATTERGlasses: ancient and innovative materials for the thirdmillennium
 *
 J. ŠestákInstitute of Physics of the Czech Academy of Sciences, Cukrovarnická 10, 16253 Praha andInstitute of Fundamental Studies of the Charles University, Legerova 63, 11000 PrahaCzech Republic
 (Received September 15, 1999)
 Abstract
 Besides a short introduction to historical data on inorganic and polymeric glasses, some aspects ofthe glassy-state are analyzed: particularly, induced entropy changes, characteristics of the glasstransformation and a novel anharmonicity vibrational approach. The horizons and scientific pros-pects for the nano- and non-crystalline states are discussed.
 Keywords: anharmonicity vibration, entropy, future applications, glasses, glass-transition, history,nano-crystalline, non-crystalline, polymers
 Introduction
 Controlled combination of atoms and molecules in large segregations in ways that en-dow the resulting compounds with desired properties depends, not only on the chemi-cal nature of atomic and molecular constituents, but also on the degree of their inter-actions, organization and reinforcement (freeze-in phenomena). The greatestflexibility for such combinations exists in the field of non-equilibrium states of solidscalled glasses. The traditional concept of what material science is, and what role it
 1418–2874/2000/ $ 5.00
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 * Presented in part as an invited key lecture ‘Inorganic glasses; old and new structures on the eve of the21st century’ at the 2nd Conference on Intelligent Processing and Manufacturing of Materials(IPMM’99), Hawaii, July 1999
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should play in solid-state chemistry and physics, is being reshaped by considerationof modern aspects of structure focused on ordering and/or disordering phenomena.Controlled, as well as unintentional, thermal treatment and analysis has been a unify-ing motive in the historical development of such materials and has played an essentialrole in the tailoring of the properties of innovative materials.
 Besides its long-lasting status in the sphere of beauty [1–3], glass is a remark-able technical material [4], customarily made from the simplest and easily availableraw inorganics. Mimicking evolution, however, new families of a wide variety ofglasses have gradually appeared through human creativity, particularly during thelast hundred years, where the process of rapid extraction of heat has led to successfulquenching processes (restrained thermal treatments) [5, 6]. This has assisted physi-cists to prepare glassy-states from different sorts of inorganic materials, in compari-son with the traditional chemical approach which sought only appropriate composi-tions that would vitrify under self-cooling.
 Glasses exhibit a rather curious but apparent degree of similarity with biopoly-mers (genes) [7, 8]. Both are in a reinforced (thermodynamically unstable) stateformed due to kinetic reasons, which exists until glasses transform into stable struc-tures (crystals or liquids with lowest free energy), or biopolymers (occurring as partsof living organisms) stop their biological activity (life). Both glasses and biopolymersadapt to their environment and previous history and there is an almost limitless rangeof compositions of glasses and countless numbers of different living species, eachfamily having particular molecular building blocks and structural rules (somecompositional restrictions of glasses were gradually overcome). Although the originof glass is lost in prehistoric obscurity, all imaginable glasses can be synthesized, thusmaking natural and manmade glasses indistinguishable. Another intriguing parallelcan be drawn in the apparently spontaneous emergence of new phyla, or groups ofspecies, involving both the (disordered) glasses and (highly ordered) biopolymers inoften remarkable states existing outside of equilibrium. The structure and propertiesof these materials are understood and subjected to monitoring in ways that were un-heard of decades ago, although such materials have been central to the growth, pros-perity, security and quality of life of humans since the beginning of history. Despiteall the similarities, one difference is fundamental: life forms are self-replicable andliving organisms cannot be created in the laboratory yet. Attempts to produce even asimple protein macromolecule have not succeeded. All cells contains proteins andprotein synthesis requires enzymes. So how biosynthesis could begin without en-zymes is the question to be resolved. This dilemma may involve our better under-standing of possible convergence of glass and genes assuming known bioactivity (ofcertain inorganic glasses capable of binding their specific compositions to living tis-sues [7, 8]). This is one of the most challenging fields of modern biochemistry andforms grounds for the concept that ordered proteins could be formed on suchbioactive inorganic substrates. Nevertheless, the major difference should be remem-bered to be the lowered entropy content which is installed in living genes, whileglasses have their higher entropy residue mechanically frozen in. We are, however,not going into more detail, because the goal of this survey is to focus attention on
 J. Therm. Anal. Cal., 61, 2000
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more fundamental aspects of the understanding and progress made in the field of in-organic and partly polymeric glasses (and related structures) and the horizons fortheir future advancement.
 Short history of inorganic glasses
 The first natural glasses were formed as the earth cooled and, therefore, predate cre-ation of living organisms by about 1.5 billion years. Such primordial glasses werelimited in composition and versatility, as were the first primitive unicellular organ-isms (bacteria). However, some compositions (in an unstable state of glass) have sur-vived unchanged for enormously long times (similarly to certain strains of bacteria).It is worth noting that the extent of natural glass on earth is in the range of a tenth of apercent, with the ratio of about 3450 minerals to 5 types of natural glass, while on themoon it is possible to exhibit a mere 60 minerals vs. 35 glasses, the frequency of glassdeposits being at least one order of magnitude higher than that on the earth. As a mat-ter of interest we can mention that Southern Bohemia is known as a tektite-strewnfield, famous for deeply sculptured pieces of olive-green, usually rapidly frozen,droplets of meteoritic origin, called Moldavites [9] (Fig. 1).
 The diversification of glasses has been known since humans learned how to con-trol fire, roughly a few hundred thousand years ago. The first artificial glasses weresynthesized unintentionally by the fortuitous smelting of sand and alkaline plant fluxby fire about ten thousand years ago. Some glasses were created by accidental actionof sparks and tektites (natural acidic silicate glasses [9] with a high melting point)were formed by terrestrial impact volcanism and have attracted the attention of mensince prehistoric times, having been used as cutting instruments, amulets or cult ob-jects. Manmade glasses passed through two general streams [10], one based on an-cient Syria, where glass was made from sand, rich in shells (CaO), smelted with ashof desert plants (Na2O) and often transported for final melting to Egypt. Similar com-positions were later exploited in Rome, producing a rather stable glass to survive en-vironmental corrosion, almost resembling today’s table glasses. The second streamwas based on glass batches enriched by PbO, due to additions of the mineral galenite.Such an easily melting composition was later renowned in old Russia (icons) and yetlater rediscovered in medieval England. The middle European glass modifications,however, were never so fine and flexible as Roman (Venice) type glass, which was
 J. Therm. Anal. Cal., 61, 2000
 ŠESTÁK: MIRACLE OF REINFORCED STATES OF MATTER 307
 Fig. 1 Moldavites, greenish natural glasses named according to their deposits, locatednear the south part of the major Bohemian river Moldau (Vltava), length of eachabout 5 cm
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more suitable for forming fantastically shaped vessels because it was rich in sodafrom sea plants. On the other hand, beech (and also less-suitable oak) wood used forfiring and its refined ash, rich in lime and potash, common additives of chalk and thecountry’s quality siliceous sand contributed to the greater purity of the famous Bohe-mian glass, which was mainly composed of potassium calcium silicate. Hard, clearglass which resembled natural rock crystal, generally called (Bohemian) mountainglass, was suitable for engraving, but distinctly corrosive due to too high a content ofCaO and K2O. It is worth noting that the consequential hollow glass of the 14th cen-tury already manifested a long-standing production tradition with its refined shapesand difficult and complicated hand-executed decorations. The most typical glassproducts of the Czech environment were flute-shaped glass beakers, tall slender gob-lets called the ‘Bohemian type’ (Fig. 2).
 Several notable milestones of more modern science depended on the availabilityof glass as a preeminent choice of alchemists for their apparatus. Relatively unstableand fragile glass was always essential for many chemical operations in early times.Dissatisfied with the chemical durability of glass, glass properties were modified byadjusting the composition. This could not, however, have been done properly, be-cause chemistry was still on a mystical basis and the techniques of analysis thatwould be needed did not exist. Important cornerstones were Galileo’s work on themotion of planets, based on glass lenses in astronomical telescopes, as well as New-ton’s pioneering work in optics (1666) requiring, in addition, prisms and mirrors.Other basic investigations required glass apparatus to describe the properties ofgases, introduce thermometry, barometry and to develop microscopy. The first rea-sonably-documented description of glass-making procedures is associated with theinvention of lead glass around 1676. The most influential books appeared to beNeril’s ‘L’Arte Vetraria’ (1612) and Kuncel’s ‘Ars Vitraria Experimentalis’ (1679)which were translated into other languages (as well as many others such as the Ency-
 J. Therm. Anal. Cal., 61, 2000
 308 ŠESTÁK: MIRACLE OF REINFORCED STATES OF MATTER
 Fig. 2 Left – Flute-shaped glass of the so-called Bohemian type, with minor stuck-ondecoration dating from about the 14th century; Right – Cut goblet made fromBohemian rock crystal (with slight ruby strings in the stem) engraved with thewine-picking motive (around 1700)
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clopedia in 1765, etc.). All of them remained, however, no more than recipe manuals.In the seventeenth century a proper understanding of heat was lacking. First onlythree degrees of heat sensed were recognized and heat was treated more as a kind ofchemical element, even with a negative mass. From the work of the Bohemian educa-tor, Comenius, up until the Scottish scientist, Black, temperature and heat becamevery slowly distinguished, so that melting, solidification and glass formation werenot properly understood. The only important glass properties, well-defined and easilymeasurable, were then density and refractive index.
 Since medieval times, manual skill allowed the making of window glass by thecrown process (forming a shallow bowl and, after reheating, spinning to make it openinto almost a flat circular disc) and by the cylinder process (blowing a cylinder, cut-ting off the ends and cracking it longitudinally) often mentioned as ‘procede deBoheme’.
 One of the most significant scientific achievements was Griffith’s theory of thestrength of brittle materials (1920). X-ray diffraction analysis was a particularly ex-citing field having enormous impact on glass science in the first quarter of the cen-tury. It led Zachariasen to develop his principles on how bonding requirements weremet, and nearest neighbor coordination maintained, without imposing an exactlong-range order. Since the 1930s, regular conferences on oxide glasses have beenaccompanied by searches for glasses with properties not previously known or stud-ied. This has resulted in the introduction of novel families of unconventional glasses.First to be mentioned are the non-oxide glasses of chalcogenides [11] which exhibitmany general features shared with oxide glasses. Conferences on chalcogenideglasses were started in the fifties and the most widespread ones came later with thedevelopment of xerography, electrophography and lithography. Quite unexpected in-organic systems followed, of which halide and metallic glasses [12] are the most no-table, with conferences specializing in metallic glasses starting in the sixties.
 Halide glasses have potential applications as ultra low-loss optical fibers operat-ing in the mid-IR and for non-linear optics, while ‘metglasses’ and, nowadays,nano-crystalline ‘finemetals’ have already found their place in various magnetic ap-plications. Worth noting also is the preparation of glass-like carbon achieved by solidcarbonization of thermosetting resins in the 1960s (once used for bio-inert implants)which appeared in the same year as the first Au–Si alloy glass. There was, however,an almost parallel development of individual descriptions of vitrification and crystal-lization, based on the theories of nucleation and crystal growth, which applied notonly to oxide glasses [13, 14], but also to the frequently separately treated organicand polymeric glasses. Nowadays the theories have marched to unification [6, 15].
 Material progress in terms of polymers
 It is often noted that we are now in the epoch of polymers that has certainly had a richhistory, too. Prehistoric men were probably first attracted by amber [16], a fossil resinproduced in the Oligocene age by exudation from a now extinct species of pine. Al-though amber was rarely recognized as a plastic, it has roused both historical and ety-
 J. Therm. Anal. Cal., 61, 2000
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mological interest. Its chemical nature is very complex and not fully elucidated. Thelargest surface deposits of these hydrocarbons, varying in the sizes of the molecules,have been located in Northern Alberta, where aboriginal people prized this gem ma-terial for many millennia and were, probably, the first who actively used thesolid–liquid transition while heating tar sand for the purposes of impregnation. An-other historically important natural material was shellac, a refined form of the secre-tion of the lac-insect parasitic on certain trees in India. The hand process for produc-ing shellac has been used since ancient times and is carried on largely as a cottageindustry. Thermally processed shellacs were greatly favored for (78 rev/min) gramo-phone records. Although ignored in the plastic literature, the bituminous compoundshave still been of interest. Where the bitumens are associated with mineral matter, themixture is referred to as native asphalts. The term is applied to petroleum distillationresidues which are complex mixtures of paraffinic, aromatic and naphthenic hydro-carbons.
 Most important, however, is natural rubber [17–19]. Latex was used by theSouth American Indians for long time before the arrival of the first European and wasnamed Cau-Uchu which means ‘crying wood’. If such a product is precipitated byformic acid, or heated on a fire, it converts to the state of an elastic liquid, character-ized by high mobility of its chains. The material can, however, be stabilized in itsshape by the process of vulcanization (introduced independently by Goodyear and byHancock in 1844). Such a restriction of chain motions by extensive crosslinking pro-vides the level of modulus characteristic of a glassy-state. On reacting rubber withmelted sulfur, a rigid resin is formed, called ebonite (having up to 30% S) and aglass–rubber transition temperature, Tg, around 100°C. Distillation of latex was latershown to yield a pure liquid substance called isoprene which was also shown to be ca-pable of polymerizing to form a synthetic resin (Williamson, 1880). Together withknowledge of latex balata (from Venezuela trees), latex provided the basis for mas-sive production of polybutadiene-type resins at the begining of the 20th century. Asimilar extensive rise in the production of phenolic resins followed the 119 patents ofBaekelend who invented phenol-formaldehyde plastics in 1907.
 A similar resin, known as Gutta Percha [17], is a rigid crystalline substance atroom temperature, with melting point of 60°C, although obtained from comparablelatex of plants and their leaves grown in Malaysia. As an excellent insulator, it madethe laying of the transatlantic undersea cable connection possible. Natural rubber(cis-1,4 polyisoprene) and Gutta Percha (trans-1,4 polyisoprene) are good examplesof differences between the glassy and crystalline states of substances that have thesame monomer as the basic structure backbone. Below the Tg of natural rubber(–78°C), both substances have similar values of modulus (E>109 N m–2). On themicrolevel, natural rubber contains disoriented polyisoprene chains, while GuttaPercha contains an ordered (crystalline) chain structure capable of maintaining themodulus until 60°C. It follows that, for polymeric materials, the chain mobility on themicrolevel seems be the major feature characterizing the solid and the liquid-states[20]. The rubber-like state is somehow equivalent to the liquid-state on themicrolevel also with respect to the chain mobility. The liquid areas can also form
 J. Therm. Anal. Cal., 61, 2000
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bridges between the rigid island, either for glassy or crystalline states, and the studyof heterogeneity is important. From the point of view of organic chemists, theglassy-state is therefore considered in terms of both very high viscosity and elasticmoduli. The individual particles forming the glassy rigid body are irregularly sepa-rated and long-range order is non-existent. The glassy state, however, may also existat the level of microdomains combined either with nanocrystallites, liquids or withrubber-like states [21].
 At the present time of Hi-Tech materials and technologies, glasses are usuallyformed by crosslinking of various monomers, often based on aromatic epoxies andaromatic hardeners. Methylene dianiline with vinylcyclohexane dioxide is employedfor manufacturing of parts for jet fighters, and poly(ether ketone) has found applica-tion as high-performance wiring in aviation and computer industries, because it ex-hibits outstanding thermal stability amongst melt-processable thermoplastics (Tmelt
 about 400°C). Other high-performance polymers are, for example, aromatic poly-sulphones which show exceptional resistance to creep, good rigidity, transparencyand self-extinguishing characteristics, without any tendency to crystallize.
 A very broad interplay of the properties of highly viscous crosslinked liquids, onone hand, and rigid glasses on the other hand, is illustrated in the development of con-tact lenses. The idea of correcting eye astigmatism was first mentioned in 1827 by theBritish physicist, Herschel, but was only realized in practice in 1887 by the eye-glasscraftsman, Muller, using very well cut and polished pieces of inorganic glasses. TheCzech physician, Teissler, replaced rigid oxide glass by a rubbery material based oncelluloid foil as early as 1935. The major disadvantage, i.e., the difference betweenthe mechanical properties of the lenses and the cornea, was not overcome until the1952 invention of Wichterle, who proposed the use of hydrophilic gels to match, notonly the mechanical properties of the cornea, but also to make a free exchange of bio-logical liquids and oxygen possible. Trial materials were first prepared by radicalpolymerization of methacrylesters of ethylene glycol, yielding poly(2-hydroxyethylmethacrylate), abbreviated as poly(HEMA). This can easily become swollen withwater, while remaining mechanically applicable. The preparation of opticallywell-defined lenses was, however, the major problem because of the difficulty of me-chanical working. This was overcome by rotatory casting and the Czech patentedprocess has been applied in various countries including the USA. Nowadays this typeof material is used, not only for interocular lenses, but also for other organs such asblood vessels etc.
 Entropy considerations
 Let us reflect generally on the total entropy changes involved, assuming first-order trans-formations only and an uncomplicated system convenient for simple illustration. Accord-ing to the third law of thermodynamics, when the temperature approaches absolute zero,entropy diminishes. However, it was experimentally shown that, for certain inorganicmolecules, exemptions can exist for a particular modification, such as that for N2O,which can have either S=0 or S=5.76 J K–1, both at T=0 K. When, for example, ice is
 J. Therm. Anal. Cal., 61, 2000
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heated, it first melts, then boils, and on further heating it provides steam. On the otherhand, if we cool ice to absolute zero, where entropy is supposed to become zero, reachingan ideally ordered crystal with no thermal vibrations, its energy cannot be decreased byfurther withdrawal of heat. There, however, remains conspicuous information about itsperfect structure, its occupation of space, and there is no theoretical reason why one maynot supposedly assume yet a further ‘decrease’ of entropy by a certain hypothetical ‘addi-tion of spatial information’, entering the strictly forbidden world of ‘negentropy’ [22, 23]so far familiar only for living organisms. This becomes intuitively apparent when onecompares such a single crystal of ice with that of DNA. We can imagine that, at any com-parable temperature below its melting or dissociation (including 0 K), the DNA will sup-posedly contain more information than simple ice. We can also visualize a force fieldwhich could ‘freeze’ the constituents to total immobility at higher temperatures. In fact,we can actually identify such a phenomenon when approximating an imaginary forcefield to hold atoms in a relatively immobile state at elevated temperatures. We can recallcertain organic molecules in which the resonating ‘pi’ clouds of electrons act as an inter-atomic force stabilizing the positions of atoms. The best examples, however, can be metin all biological systems where, for example, the heat is absorbed not merely to provideenergy, but to maintain a stable temperature so as to diminish externally induced entropychanges. Whether looking at DNA molecules and related genetic or metabolic systems,cellular organization, the evolution of organisms, or ecosystems, the process is the same.There is an installed modification of entropy reduction by ‘inserting information’ as thesimple systems become more complex and differentiated, ordered and integrated, bothwithin the internal organization and with the environment outside the system, evolving it-self to become thermodynamically increasingly improbable.
 The difference in entropy between a perfect crystal of ice at 0 K (S=0), and itsvapour-state (Svap) at the boiling point (373 K) is about 200 J K–1 mol–1 of H2O. Usingthe relationship between information and entropy (and Boltzmann’s constantk=1.38⋅10–23 J K–1) we can obtain I=Io exp(–1.45⋅10)25 or, in the binary base, I=Io
 2–(2.1⋅10)25. (Note that the increase in entropy is shown by a negative sign in the ex-ponent indicating a loss of information.) Because the exponent is to the base 2, wecan assume that this exponent may be stated as a bit and then, by contrast, the infor-mation needed to organize a mole of steam into a perfect crystal of ice would requirean input of 1025 bits, or an average of about 35 bits per single molecule. It covers,however, a complicated process of trapping gaseous molecules existing in a ‘cloud’state by means of a complex arrangement of electric and magnetic fields. The ran-domly moving molecules become fixed by the force fields into a regular array. This isa general characteristic for formation of the crystalline state and there is a spectrum ofcrystalline states, ranging from a powder up to a perfect crystal, usually classified bytheir X-ray diffraction patterns.
 Biological systems also fit into the category of order/disorder transformationswhich are characteristic of life and involve the equivalent of nucleation of DNAwithin a cell. The growth of any organic nuclei is metabolic, interstitial and extremelycomplex [24, 25]. There are 21 amino acids which form proteins. Nucleic acids haveonly four base-pairs that store genetic information via DNA, with two additional
 J. Therm. Anal. Cal., 61, 2000
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pairs to transfer information via RNA. The self-assembly of these building blocksinto a myriad of structures follows stringent rules and results in species as diverse asman and amoebas. The sequences of base pairs in the double helical structure of DNAprovide the detailed information for replicating the organism, as well as maintainingits vitality. We can envisage that such a complicated structure, thermodynamically asimprobable as a perfect crystal at absolute zero, can be created to exist at room tem-perature in the form of a perfectly organized organic crystal. Restricting our proteinto being composed of the 21 essential amino acids only, we arrive at 21200 possibleprimary structures. This is equivalent in binary terms to approximately 878 bits permolecule. (In comparison, if language consisted of only ten-letter words, the total vo-cabulary available would amount to 2610, requiring a mere 47 bits per word.) The en-tropy change for denaturation of a molecule of enzyme from biologically active to in-active states can also be measured and involves about 900 J K–1. The exponent of theinformation ratio can be interpreted again to represent an information change of 155bits per molecule. If these assumptions concerning information are correct, then thelost bits per molecule, when a perfect ice crystal is vaporized (=35), or when a trypsinmolecule is inactivated (=155), show the different levels of entropy involvement. Inaddition to destructive denaturation, there is considerable biological interest in transi-tions. Several conformations of DNA, other than the classical double helical forms,exist: for example, the right-handed B-DNA and the left-handed Z-DNA. Transitionsare dependent on temperature, ionic conditions (heavy metals), non-aqueous solventsand the presence of peptide or other ligands. The transition enthalpy for one mole ofthe base pair may vary from –4.8 kJ mol–1 (so-called ‘entropy driven’) up to+8.4 kJ mol–1 (in the presence of Mg2+). This gives, not only an approximate length ofa cooperative unit of 110 base pairs (at ∆H= –530 kJ mol–1), but also shows the im-portant variability in the order of these transitions.
 What is the glass transition?
 Any of the above mentioned biological processes aims to gain negentropy to enableordering outside of equilibrium. When dealing with glasses, however, a discrete partof the disorder is supposed to be mechanically preserved by a temperature imposedhalt (entropy freeze-in) of constituent motion (e.g. viscosity, molecular rotations).According to some scientists, the explanation of all phenomena associated with suchan enforced (second-order-like) transformation, is one of the most necessary tasks ofmodern physics of fluids and solids. Consensus in the terminology has not yet beenreached and there are inconsistent meanings for ‘glassy-state’ and (routinely synony-mous) ‘amorphous state’ in relation to solids. The latter is frequently employed byphysicists to describe particular materials as highly non-equilibrated structures ofquenched metals and semiconductors, while the ‘glassy-state’ is preferred by chem-ists in the traditional field of self-cooled silicates (and related oxide and other anionicmelts). The terms can be better distinguished by recognizing that amorphous solidsare often prepared by any generalized process of chemical and/or physical disorder-ing (to exhibit generally an overlap of crystallization with the glass transformation).
 J. Therm. Anal. Cal., 61, 2000
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This is somewhat different from the ‘thermodynamically better characterizable state’of glasses [26], which is only attainable by the repeatable process of vitrificationthrough the (often rapid) cooling of the liquid. This state should always be accompa-nied by a more-or-less discriminative temperature effect, called the glass transforma-tion region, Tg, which is thus assumed to be a general characteristic of the glassy-state. The physical appearance of a (thermodynamically unstable) glassy and/oramorphous solid looks, however, more stable than that of an (thermodynamicallymetastable) undercooled liquid, the latter being more instantly convertible to thenearest stable state of crystalline solid, by a slight action to surmount the energy bar-rier to nucleation, than a rigid, extremely viscous glass.
 The term ‘solid’ can also be discussed in relation to the term ‘vitroids’ [15, 26,27] within the framework of rheology. This latter term would be more appropriate forglass because a vitroid changes with time and the observation time is involved in de-tecting the extent of change. In this light a Deborah number [28] is sometime quotedto express the ratio between the time of glass relaxation and that of its observation(recalling the prophetess Deborah’s song ‘the mountains flowed before the Lord’).
 Three types of glasses [29] can be distinguished by their precursor matter andranked into glassy liquids, glassy (molecular) crystals and glassy liquid crystals,characterized by their own transformation regions related to dissipation of a certain‘freedom’ of constituent motion. In this view, amorphous solids actually belong to afourth limiting case, which depends on the execution of the crystal disordering pro-cess itself [15] (intensive milling, etc.). In this category we can also consider the for-mation of low-dimensional structures, submicron colloids and sol-gels, the latter be-ing subject to yet further classification due to their habitual inability to clearly in-volve the glass transformation phenomenon. The viscosity of liquid can be regardedas a measure of the relation between the thermal energy available at a given tempera-ture and the strength of the forces pulling the species together and restructuring theirposition to a given volume within which molecular rearrangement can occur. Thepossible rate of these rearrangements rapidly decreases with decreasing volumewithin which the species are packed. The volume is determined by the strength of theattractive forces and reflected in the characteristic temperatures (melting, criticalpoints, etc.). The more strongly the components of the mixture interact, the more rap-idly the freezing point of the solvent is depressed and the viscosity is increased, con-sequently slowing and perturbing nucleation [26]. These effects should not, however,be strong enough to generate a new competing crystalline phase. The famousZachariesen rules can now be understood as predicting low melting points relative tothe forces acting between species (although some newly developed glasses may vio-late these predictions).
 Let us make some energy considerations for inorganic mixtures. At the meltingpoint the liquid and the solid have equal Gibbs energies, but differ in their enthalpyand entropy contents. Upon cooling below the melting point, the entropy of theundercooled liquid decreases more rapidly than that of a stable solid. Examiningthese different rates of entropy loss, we can determine a point where the entire en-tropy of melting would be diminished, resulting in the entropy of both phases becom-
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ing identical at a temperature, called the ‘pseudocritical’ temperature, To, still aboveabsolute zero [30]. The liquid loses entropy at a faster rate than the solid and, if theliquid maintains configurational equilibrium on very slow cooling to the regionwhere it attains high viscosity, it would reach a lower entropy than the solid. Such astate, however, is unattainable and the equilibrium-like liquid must therefore trans-form into a rigid glass in what resembles a second-order transformation. This criticalrole of entropy is not always sufficiently understood because such a prior intersectionby the liquid vitrification, where the heat capacity of the liquid changes abruptly to avalue close to that of a corresponding solid, preserves the excess entropy characteris-tic of the glassy state alone. However, an unsolved question remains as to what wouldhappen if such an iso-entropic temperature of the so-called ideal glass transformationwere to be attained by a hypothetical infinitesimally slow cooling rate (thereby avoid-ing the occurrence of the irreversible freeze-in). Although it is an imagination game,there would appear to be a kind of higher-order transition possible where the heat ca-pacity of the undercooled liquid changes to that of the congruous stable crystallinesolid and this could be regarded as an additional ‘state of matter’.
 Anharmonicity vibrational approach
 Correlations between the characteristic temperatures and glassforming ability have beenanticipated theoretically in the form of reduced quantities (r). A simple ratio between Tg
 and Tmelt (=Tgr) should hold as approximately 2/3, but could fall as low as 1/2 [26, 27] andthe ratio of To/Tmelt (=Tor) can behave similarly. Assuming hypothetically that the entropydifference [31] frozen-in due to vitrification at Tg is about 1/3, then we can estimate fur-ther apparent changes (e.g. the reduced Cpr should be zero at Tor=0, but should rise to therange from 1.65 to 0.96 for Tgr falling between 2/3 and 1/2). Such observations evidentlystem from overemphasis of the significance of the configurational and/or conformationalpart of entropy [32, 33] in the equation S=klnWconf+klnWtherm where k stands for theBoltzmann constant and W for the number for possible arrangements. At the moment ofglass transformation, one can either assume that Wconf becomes equal to unity (S=0, be-cause only one arrangement is available due to the already fixed solid-state) or admit that,even if the rigid state exists, there are still more ways how to realize the inherent speciesdisordering (as experimentally proved in studies on amorphous silicon or gels, whereS>0). Although the first approach has recently been more widely accepted, it is still amatter of instinctive perception that some residual entropy must be accounted for as aconsequence of the freeze-in phenomena. It is a future task for thermal analysis and calo-rimetry, as well as for deeper thermodynamic and theoretical authentication.
 A simple model of Tg was described by the statistical mechanics of a set ofnon-interacting particles [34], each of them being able to assume either of two energylevels under consideration. Tg was also assumed to be a result of increasing cluster-size,where the apparent surface-to-volume ratio involved means that the cluster interior is or-dered, while the surface layers remain disordered. The once popular ‘hole theory’ of theliquid-state [35, 36] was used to elucidate glass-formation: a quasi-crystalline lattice witha considerable fraction of vacant sites or holes was imagined and the number of holes
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was taken to be a function of temperature. Hole theory has been neglected but was re-cently restored in the anharmonicity vibrational approach.
 In the theory by Hlavá¹ek [37–39], it is supposed that the glass transition is con-nected with the release of motion of monomer (or dimer) units in the rotational senseas, for example, the spinning of a benzene ring around the vinyl group in a polysty-rene chain, or the diffusional action in inorganic glasses when the liberation of thesubstructure of SiO4 tetrahedra can occur. As shown above, the explanation of Tg wasfor a long time presumed to be mainly related to the relationship of entropy to lnWconf.It is necessary to concentrate our effort on the clarification of the glass transitionthrough the anharmonic vibrations and volume growth, assuming that S is relatedonly to lnWtherm. Let us thus presuppose an intrinsic, isolated and non-linear oscillatorwhich can reveal the double frequencies and pulses. If the serial oscillators can indi-vidually interact on similar frequencies, then the particular particles can undergo adiscontinuity in amplitudes (so-called amplitude jumps). Related to a liquid-state,such an amplitude jump of a monomer/dimer unit would push aside the particles in itsvicinity forming a vacancy space (hole). In practice the enlargement of the amplitudecan be detected by means of neutron scattering [40] which can provide the informa-tion about the average vibrational amplitude (cf. the Debye–Waller factor).
 Occasional misapprehensions have their source in disregarding a proper defini-tion of thermal expansion, α, known through traditional studies in solid-state physics.The so-called Kauzman paradox [30] of negative entropy (the entropy crisis) can thusnever occur, because one part of the configurational entropy, Sconf, would just disap-pear. For polymers, the value of the heat capacity, cp, per atom is approximately k or2k and forms a sort of analogy to the Dulong–Petit rule for metals. The potential val-ley, in which the individual particle is supposed to undergo a vibrational motion, canbe written in the form of a second-order differential equation [37–39] and this type ofpotential valley is generally considered in the basic physics of inorganic glasses. Var-ious authors do not consider, however, any possible interactions of particles with theparticles in the neighbourhood. Such interactions with a nearby resident can bring theisolated particle to a completely different vibrational level, in comparison with that ifthe particle is left isolated and it can become associated with a different anharmo-nicity level. Such a non-linearity [39] can also be taken into account through the vari-ation of coefficients of the differential equation under the above considerations. Byusing mathematical manipulations [38], the non-linear system of the second-orderdifferential equation can be turned into two separate differential equations of thefirst-order and, subsequently, even the time dependence can be eliminated. Neutronscattering data [41] present the most convincing evidence of the average amplituderise in the vicinity of Tg. The average amplitude of vibrations starts to rise slowly and,at the so-called crossover temperature (≈1.2 Tg), a constant slope of the average am-plitude rise is established. Then we can assume that the vacancies are created in theliquid matrix through a high amplitude motion of the particles. In such a case, the vi-brating particle is capable of pushing aside the nearest neighbouring particles, as ex-perimentally evidenced for cis-1,4-poly(butadiene) [42].
 J. Therm. Anal. Cal., 61, 2000
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The basic conclusion of this theory [37–39] is that the amplitude change wouldplay the governing role in the definition of a liquid-state and in its transition into thesolid or the glassy-state. It is assumed that voids are created in the liquid matrixthrough the high amplitude motion of the particles later responsible for liquid/solidvolume enlargements. These expansions can proceed either through continuouschanges, or through a sharp discontinuity. In such a way, the non-linear, mutually in-teractive, system of oscillators can successfully cope with first-order, as well as withsecond-order, transitions.
 The science and horizons of nano- and non-crystalline states
 Yet further study [43] should be directed to ascertain the near-glass-transformationand pseudo-glass-transformation processes, in order to study intermediate states be-tween amorphous and glassy solids in the sub-glass transformation region. Suchstates include order/disorder changes of deposited tetrahedral and amorphous carbon,and pronounced short and medium ordering in as-quenched and amorphised alloys.Progress in the study of the vibrational states of silicon in the crystalline and amor-phous forms, as well as the associated void formation, is important for a better under-standing of the higher densities of the amorphous forms. It would also be of value todetermine the kinetics of valence alternating reactions (which effect the whole elec-tronic system) in which the local bonding configuration of the dopants and defectsites is changed. As already mentioned, neutron scattering data can present the mostconvincing evidence of the average amplitude of a particle’s vibrations, which start torise slowly until the discontinuity at the melting point. Inelastic neutron scatteringcan also be of assistance in observing the nature of hydrogenated amorphous siliconwhen investigating, e.g., the bond type (so far single, double, but not triple) of hydro-genated and deuterated samples, as well as the effect of hydroxylation. An attempt atforming a nano-crystalline theory of photoluminescence is also foreseen as being aguide to technologists in preparing a comparable material by controlled nucleation oflaser glazed surfaces, or even sol-gel precursor samples. There is hope for tailoringmultilayer silicon-silica sandwiches instead of using conventional electrolysis by dis-charge of high voltages.
 Interest is expected to continue in the study of the intermediate states betweenglass, liquid and crystal, i.e., the architecture of ordered crystallites at a nanocrystal-line scale, relevant thus to the medium-range order that exists in the glassy-state (andwhich likely serve as prenucleation stages in generalized precursor liquids). Suchstudies can be continued using anomalous small/wide angle X-ray diffraction(ASAXS and AWAXS) and NMR for insight into the medium-range ordering andmicroscopic mechanism of diffusion and viscous flow in precursor melts. This couldprovide a better understanding of the bonds between cations and anions. The spec-troscopy of substructures (using the still traditional concept of bridging, half- andnon-bridging oxygen) could be used, for example, in closer analysis of the back-ground of bioactivity, or the interaction of metallic and metalloid species inmetglasses, to possibly explain the role of thermal history, recreated medium-range
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order and the effects of modifying admixtures. The assistance of theoretical treatises,based on classical molecular dynamics and dynamic stimulation of electronic groundstates and of topological restructuring (low-temperature annealing process), will re-main inevitable (ab-initio molecular dynamic technique, reverse Monte Carlo, etc.).
 For successful tailoring [44] of magnetic as well as of mechanical, ferroelectric anddielectric properties, attention needs to be paid again to the medium-ordering states, be-cause, for example, the extent of magnetic exchange interactions is effective across agiven width of magnetic domain walls, and the disordered nano-crystallites of asubcritical domain size (‘finemetals’) would thus appear as magnetically disordered in asimilar way to truly non-crystalline yet classical glasses (‘metglasses’). It may similarlybring new dimensions to non-linear optoelectronics, where non-crystalline waveguidescan eventually play an important role in infrared optics. Silica glass fibers alone cancause frequency doubling of infrared laser beams, suggesting that even non-crystallinesolids can have large second-order susceptibilities. Such oxide glasses can also serve asuseful transparent matrices for semiconductor nanocrystallites to form nanocomposites(formerly known as colloids, e.g., ruby glass) with large third-order susceptibilities. Con-trolled uniform size distribution of such (‘quantum’) dots is needed for non-linear devicesand soliton switching, as well as for waveguide lasers, while non-uniformity is requiredin applications for optical data storage. Oxide gels and organically modified silicate gels(‘ormosils’) can also serve as hosts for such semiconductor nano-crystallites, as well asfor other various inorganics and polymers. Submicron-sized halides in composite glassyelectrolytes can essentially increase ionic conductivity, and nanometric (‘pinning’) cen-ters improve superconductivity of complex cuprates. Nano-crystallization of porous sili-con can play an important role in the better management of photoluminiscence. The sepa-rating interfaces of silicon grains were recently shown to be responsible for the bluephotoluminescence. The quality was dependent on the nanosized separating layers whichremain, according to the early studies carried out on inorganic and organic silanes.
 In the important area of superalloys, we can briefly cite the importance of inhibitionof any subcritical formation of nuclei. Similar considerations apply to embryos in such adiverse spheres as growth of viruses and/or disease faults (cancer) in preventive medi-cine, as well as creation of smog, rain, snow in environmental sciences. Self-protection ofplants vs. freezing of aqueous low molecular mass carbohydrates (sugar) solutions alsobelongs to this category and is accomplished by increasing their body’s liquidsupersaturation to high viscosity which is then capable of undergoing vitrification [45].Formation of a glassy (freeze-concentrated) phase may thus greatly improve the stabilityof frozen food [6] and is equally important in the cryopreservation of human implants inliquid nitrogen, and for shelf-life in general. Stability can be improved by the addition ofcryoprotectors to avoid damage caused by both inappropriate cooling (at slow rates, cellscan be killed by too high a salt concentration, owing to intracellular water loss as a resultof osmosis and, at fast rates, cells can be destroyed by intracellular ice formation due toinsufficient water outflow), or the undesirable phase separation of lipids and proteins inmembranes (protecting their mesomorphic liquid-crystalline state which is capable ofcommencing a glass transition).
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Biological materials from both human and nonhuman synthetic sources havemedical applications. These include processed tissue from porcine heart valves, bo-vine carotid arteries, human umbilical veins, hyaluronic acid or chitosans, and arecomplemented by wide range of synthetic non-degradable, bioabsorbable and solublepolymers which yet require deeper study of the effects of enzymes and other biologi-cally active materials, absorbability, degradability and degradation products. Suchstudies are equally important for inorganic metals, ceramics and glasses that exhibitsome phenomena which meet the criteria for biomedical use. Their use introduce ad-ditional questions of electrochemical corrosion, durability of passive layers and theirself-production on certain surfaces (growth of TiO2 layers capable of biocompatibil-ity), ability to elicit immune and hypersensitive reactions, interactions with biologi-cal pathways, processing and sterilization on biodegradation, or self-sterilization ef-fects (TiO2-treated surfaces under ultraviolet light). Another impressing sphere couldbe found in substituting attempts to the courageous replacement the eye retina byamorphous silicon chips as an ‘active’ inorganic implant.
 Order/disorder phenomena in systems with lower dimensions are another sepa-rate and emerging category, which provides new boundary problems, such as nano-meter range phase separation in the thin amorphous films prepared by CVD, as isknown, for example, for germanium. It also touches upon non-stoichiometric semi-conductors prepared via non-equilibrium MBE (molecular beam epitaxy) orMOCVD (metal-organic vapor phase epitaxy). Such a matrix can be generally under-stood as being a submerged disordered system of defects with nano-crystalline di-mensions. When one characteristic dimension of a system is comparable with theelectron wavelength, the quantum electron phenomena (i.e. dimensional absence ofelectron resistance) become of importance and are known as quantum wells, wiresand/or dots. If for an appropriate thickness of a semiconductor layer, the disorder ofthe interface is controlled by remote doping, a high-mobility transistor function can
 J. Therm. Anal. Cal., 61, 2000
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 Fig. 3 Left – Gel eye-lenses, invented and developed in the former Czechoslovakia andproduced by the ophthalmological center of the Prague Institute for Macro-molecular Chemistry (Czech Academy of Sciences); Right – Endosteel dental im-plants manufactured from the biocompatible Ti6Al4V alloy, coated either with atitanium oxide microsurface, or with a thick layer of white hydroxyapatite (devel-oped by the Prague Glass and Ceramic Laboratory, LASAK, courtesy of Prof. Z.Strnad)
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be achieved. Quantum dots can also be conventionally formed by dispersion in a suit-able matrix. Their optimum size can be estimated on the basis of the ratio of the mate-rial permittivity to the effective mass. Such a field, apparently remote from a tradi-tional glass framework, may become a boundary area for theoreticians when the as-sumption is made that, even during very slow cooling of a single crystal, non-equi-librium and relatively large-scale fluctuations can be created. Even such highly or-dered structures (with a low concentration of dopants) can show localization that issomewhat comparable with the modulated structures studied in non-crystalline mate-rials (Fig. 4).
 The functional utility of such newly ranked materials may not be immediatelyappreciated before their properties are adequately characterized. Already commonrapid solidification has played a key role in the discovery of quasicrystals, a class ofmaterials neither exactly crystalline nor non-crystalline, where the symmetry of theorder is not consistent with the heretofore accepted rules defining the allowable sym-metries of crystals. This has led to an ongoing re-examination of the basic principlesof crystallography, a science that now will have to be reformulated in a more generalframework, not knowing yet whether these new phases will have interesting and use-ful properties. Closely related are stereochemical models, where so-called orderwithin disorder is a reliable approach when considering modulus as a probable mea-sure of structural order, thus questioning the classical models of crystallography vs.non-crystallographic disorder.
 J. Therm. Anal. Cal., 61, 2000
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 Fig. 4 The STM (scanning tunneling microscopy) image of the As sublattice in the(110) surface of a GaAs single crystal (Molecular beam epitaxy done andscanned at the Institute of Physics, courtesy of Dr. O. Pacherova). This is an ex-ample of the low-dimensional case of disorder-in-order, showing the single Sidopant atom sitting in the Ga site (see left corner)
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Conclusions
 Breakthroughs, such as the recent discovery of the Hall quantum effect, or high-temperature superconductivity, cannot be predicted or planned for the next millen-nium, and the case is similar for prospects of the above discussed branches of mate-rial science of glasses related to non-crystalline and low-dimensional structures. Inspite of that, conventional, and also non-traditional, thermal treatment and analysiswill remain a useful tool to continue development successfully. This can be done, forexample, by advanced laser surface glazing, so as to tailor thin glassy layers that im-prove the properties of materials, or by studying intimate surface structures by such aunique simultaneous TA technique as atomic force microscopy fitted with an ul-tra-miniature temperature probe.
 Understanding the mechanisms underlying the mystery of order-disorder transi-tions from non-living to living offers hope for prolonging the quality of life by, e.g.,helping to design therapeutic treatments for diseases of the skeletal system, or, per-haps, even dietary supplements which will inhibit the onset of diseases. An importantstep is seen in the ostogenic properties of the bioactive glasses capable of releasingsoluble hydrated silicon, which can activate bone cells to produce growth factors.Formation of ordered proteins and DNA structures on inorganic bioactive substratescannot be solved by mere entropy concepts, but such ideas may indicate possiblemechanistic solutions to the order-disorder paradox of life [46]. For example, hy-drated three-membered silica rings can be easily formed on activated silica surfaces(fractures or bio-stimulated) creating penta-coordinated silica atoms in a metastabletransition state due to an amino acid interaction with a trisiloxane ring. Such a Si–OHcomplex can act like an inorganic enzyme by providing a favorable reaction pathwayfor polypeptide synthesis [47].
 Besides its firm, long-lasting position in the world of elegance, glass was gradu-ally put to practical use in chemistry as containers, or in physics as insulators. Yet,half a century ago, nobody would have assumed that metals could be vitrified, chal-cogenide glasses be used for semiconductor devices, or that artificial glass-ceramicmaterials would not provoke antigenic rejection responses. The transparency of silicaglass improved only slowly over centuries, until studies on optical fibers were begunin earnest. The transparency then increased by orders of magnitude within just a fewyears. The traditional scope of oxide, chalcogenide, metallic and halide glasses yetowes many answers to the question ‘why?’, e.g., UV-illuminated TiO2 layers can ex-hibit antibacterial effects or glassy beryllium or MoRePB-based glasses can displaysuperconductivity, etc. In this light, glass is surely a fascinating state of matter al-though not yet fully understood, thus still leaving space for our followers and theirfurther research, as well as for creative hypotheses. It is clear that beside the tradi-tional artistic magnificence and high technical usefulness, glass has definitely gainedits scientific beauty, too.
 * * *
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Many individuals played an essential and unforgettable role in giving glass its pronounced charmand deeper technical importance. Among many others, let us mention the late Emeritus ProfessorNorbert J. Kreidl, Austrian born (1904) and of pre-war Czechoslovakian origin, who lived in the USuntil his death in 1994, and gave to both glass science and human relations a desired new dimension.He also passed his very important messages to many of us through his constant effort over manyyears to find and motivate glass scientists young and old. This article has been written under the fi-nancial support of grants agencies of the Czech Republic and the author is indebted to Professor Mi-chael E. Brown (Rhodes University, Grahamstown, South Africa) for his comments and criticalreading of the manuscript. As well as backing by the TC7 committee of ICG.
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 Use of phenomenological kinetics and the enthalpy versus temperature diagram (and its derivative - - DTA)
 for a better understanding of transition processes in glasses 1
 J a r o s l a v Sestfik
 Institute o[' Physies Division o/'Solid-State Physics, Academy of Sciences of the Czech Republic, Cukrot, arnickd 10, 16200 Praha 6, Czech Republic
 Abstract
 Thermophysical bases of vitrification and crystallization are discussed in terms of the enthalpy versus temperature diagram and its derivative (DTA) illustrating relaxation and glass transform- ation as well as crystallization of glassy and amorphous states to form stable and metastable phases. Non-isothermal kinetics are thoroughly discussed and the use of one- (JMAEK) and two- (SB) parameter equations is described. The practical case of the complementary 70SiO 2
 10A1203 20ZnO glass treatment is demonstrated for both standard nucleation-growth curves and corresponding DTA recordings; these show a good coincidence of the activation energies obtained.
 Keywords: Crystallization; DSC; DTA; Enthalpy temperature diagram; Glass transitions; Non-isothermal kinetics; SiO 2 A120 3 Z n O ; Vitrification
 1. Introduction
 Second phase nucleation and its consequent growth can be unders tood as a general process of new phase formation. It touches almost all aspects of our universe account- ing for the formation of smog as well as the embryology of viruses [1]. On the other hand the supression of nucleation is impor tant for the general process of vitrification, itself impor tant in such diverse fields as metaglasses or cryobiology trying to achieve
 1 Dedicated to Professor Hiroshi Suga.
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 non-crystallinity for highly non-glass-forming alloys or intra- and extracellular solu- tions needed for cryopreservation.
 A characteristic process worthy of specific note is the sequence of relaxation nucleation growth processes associated with the transition of the non-crystalline state to the crystalline one. Such a process is always accompanied by a change of enthalpy content which, in all cases, is detectable by thermometric (differential thermal analysis, DTA) and/or calorimetric (differential scanning calorimetry, DSC) measurements [2, 3]. Some essential aspects of such types of investigation will be reviewed and attempts will be made to explain them more simply.
 The article has two parts with different information levels. The aim of Section 3 is to show an easy way of graphically illustrating processes associated with devitrification. The diagram of enthalpy versus temperature is employed, including its relationship to conventional DTA DSC measurements; this is easily understandable in terms of the temperature derivatives [3]. Inherent information, however, is very complex and its successful utilization, particularly in determining the reaction kinetics of crystalliza- tion, is not easy. Therefore a more specialised section 4 is added in order to review some current practices of non-isothermal kinetics evaluations.
 2. Theoretical basis of D T A - D S C
 Most DTA instruments can be described in terms of a double non-stationary calorimeter [3] in which the thermal behaviour of the sample (S) is compared with that of an inert reference (R) material. The resulting effects produced by the change of the sample enthalpy content can be analysed at four different levels, namely:
 (1) identity (fingerprinting of sequences of individual thermal effects); (2) quality (determination of points characteristic of individual effects such as begin- nings, onsets, outsets, inflections and apexes); (3) quantity (areas, etc.); (4) kinetics (dynamics of heat sink and/or generation responsible for the peak shapes).
 The identity level plays an important role in deriving the enthalpy against temperature plots while study of kinetics pays attention to profile of their derivatives.
 From the balance of thermal fluxes the DTA equation can be established [3,4] relating the measured quantity, i.e., the temperature d(~'erence between the sample and reference, A TDTA = Ts - TR, against the investigated reaction rate, d~/dt. The value of the extent of reaction, :¢, is then evaluated by simple peak area integration assuming the averaged values of extensive (~) and intensive (T) properties obtained from the sample specimen. It may be complicated by the inherent effect of heat inertia, Cp(dA TDTA/dT), when the DTA peak background is not simply given by a linear interpolation [2, 3].
 A similarly derived DSC equation shows the direct relationship for the measured compensation thermalflux, AQ, supplied to both specimens under the conditions where the specimen difference A TDTA serves only as a regulated quantity kept as close to zero as possible. Therefore during any DTA experiments the actual heating rate of the
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 sample is in reality changed [4] because of the DTA deflection due to heat release and/or absorption, which is also a direct measure of the deviation between the true and programmed (predetermined) temperatures (maintained by the reference). At the moment when a completely controlled thermal condition of the specimens is attained [-3] the DTA peak would be diminished while that of DSC becomes more accurate. Both types of measurement provide a unique source of input data which is usually undervalued and underestimated for more sophisticated kinetic analysis.
 Initially we should make clear that ordinary DTA can never satisfy all the demands arising from specific characteristics of the glassy state and the non-equilibrium nature of its investigation. Micro-DTA, where possible temperature gradients of microgram samples are maximally decreased, is an useful tool for a precise detection of charac- teristic temperatures while macro-DTA enables more effective measurement of integral changes needed in calorimetry. However, glassy samples of shapes like fibres or very thin metallic ribbons or even fine powders must be treated with increased attention as the process of sample pretreatment as well as filling a DTA cell can introduce not only additional interfaces and defects but also unpredictable mechanical tension and interactions with the sample holder surface all of which are sensitively detected and exhibited on thermometric recordings. Under limiting conditions, and particularly for a very small sample, it is then difficult to distinguish between effects caused by bulk and surface properties of a sample as well as by a self-catalyzing generation of heat. Consequently heat transfer from the reacting zone may become a rate-controlling process [-3].
 3. Thermophysics of vitrification and crystallization
 Glasses (obtained by a suitable rapid cooling of melts) or amorphous solids (reached by an effective disordering process) are in a constrained (unstable) thermodynamic state [5] which tends to be transformed to the nearest, more stable state on reheating [2, 6]. The well-known dependence of a sample's extensive property on temperature can best illustrate the possible processes which can take place during changes of sample temperature [-3]. A most normal plot was found in the form of H versus T which can be easily derived using an ordinary lever rule from a concentration section of a conven- tional phase diagram [7]. The temperature derivatives of this course (dAH/dT) resembles the DTA DSC traces each peak and/or step corresponding to the individual transformation exhibited by the step and/or break in the related H vs T plot.
 3.1. Fundamentals of glass-jormation processes
 Fig. 1 illustrates possible ways of achieving a non-crystalline state. The latter can be either glass obtained in the classical way of liquid freeze-in via the metastable state of undercooled liquid (RC) or any other amorphous phase prepared by disintegration of crystalline solids (MD, upwards from solid to dotted line) or deposition from the gaseous state (VD, to thin sloped line). In the latter cases the characteristic region of
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 Fig. 1. Schematic diagram of enthalpy, H, versus temperature, T, and its derivative (A T) presented in the actual form which can be used to reconstruct the DTA DSC recording. The solid, dashed and dotted lines indicate the stable, metastable and unstable (glassy) states. Rapid cooling of the melt (RC) can result in equilibrium or non-equilibrium solidification or glass-formation (T g) which on reheating exhibits recrystall- ization. On the other hand an amorphous solid can be formed either by deposition of vapour (VD) against a cooled substrate (thin line) or the mechanical disintegration (MD) of the crystalline state (moving vertically to meet the dotted line)• Reheating of such an amorphous solid often results in early crystallization which overlaps the Tg region•
 g lass - t ransformat ion is usual ly ove r l apped by ear ly crys ta l l iza t ion on heat ing which can be dis t inguished only by the basel ine separa t ion occurr ing due to the change of heat capaci ty. Such typical cases exist in oxide glasses but a bet ter example can be found for non-crys ta l l ine chalcogenides p repared by var ious me thods of d i sorder ing [8]. F o r most metal l ic glasses, however, there is negligible change of Cp between the glassy and crystal l ine states and thus the D T A D S C baselines do not show the required displace- ment which even makes it difficult to locate Ty, It is wor th not ing that the entire glassy state [5] can further be classified accord ing its origin, d is t inguishing l iquid glassy crystals, etc. [9], charac ter i sed by their own g lass - t rans format ion regions.
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 3.2. Basic rules of relaxation and glass transformation
 During heat treatment of an as-quenched glass relaxation processes can take place within the short and medium range ordering [10] to cover (i) topological short-range movement of constitutional species and relaxation of structural defects, (ii) composi- tional short-range rearrangements of the nearest neighbours where usually chemically similar elements can exchange their atomic positions and (iii) diffusional ordering connected again with structural defects and gradients created during quenching of real bodies [2, 10-13]. Such processes are typical during both the isothermal annealing and slow heating which occur below T 0 and can consequently affect the glass transform- ation region as well as the medium-range ordering, possibly initiating segregation of clusters capable of easier nucleation. Characteristic types of T o region during cooling and heating are illustrated at Fig. 2.
 3.3. Crystallization of glasses
 There are extensive sources of the basic theory for nucleation-growth controlled processes [14-17]; these form the framework of the resulting description of a centred process of overall crystallization. Schematically, see Fig. 3, the metastable glassy state (dotted) first undergoes glass transformation followed by separation of the closest crystalline phase usually metastable (dot-and-dashed). Consequent and/or overlap- ping T o (I and II) indicate the possibility of two phase-separated glasses. If considering a more complex case, for example the existence of a second metastable phase, the sequences of processes became multiplied since the metastable phase is probably produced first to precipitate later into more stable phases. This can clearly give an idea of what kind of an equilibrium background [7] is to be considered for the overall crystallization. Thus the partial reaction steps experimentally observed as the indivi- dual peaks can be classified to fit the scheme chosen in accordance with the stable metastable boundary lines in the given type of a phase diagram related to the sample composition [4].
 4. Non-isothermal crystallization kinetics
 4.1. Constitutive equations, derivation methods and applicability checking
 The so-called phenomenological description of crystallization kinetics emerged as a separate category to enable utilization of thermoanalytically measured data on the mean and normalised extent of crystallization, ~, for a simplified description of the nucleation-growth-controlled processes [3]. It is conventionally based on a physical-geometrical model, f(~), responsible for crystallization kinetics traditional- ly employing the classical Johnson Mehl Avrami Yerofeeyev Kolgomorov equation (abbreviated JMAYK) read as - ln(1 ~)=(kTt) r. It follows that f ( ~ ) = (1 - ~ ) ( - l n ( 1 -:¢))P where p = 1 1/r [2, 3] has been derived, however, under strict isothermal conditions. Beside the standard requirements of random nucleation and
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 Fig. 3. Hypothetical crystallization of one metastable phase (Tcrl, dot-and-dashed line) or two metastable phases (To,l, Tc~2, bottom)including the possibility of two glasses (Tg~, Tg.), transformation as a possible result of preceding liquid liquid phase separation.
 consequent growth, the rate of which is temperature-but not time-dependent, the JMAYK equation is only valid at constant temperature. Some pecularities of non- isothermal kinetics and the general applicability of the JMAYK equation are thus worth reconsidering.
 It must be reminded that the extent of crystallization, ~, cannot be considered as a s t a t e f u n c t i o n itself ~=~ f , ( T , t) [3,7]. For the sake of simplicity the truly effective
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 constitutive equation in kinetics can thus be simplified to be valid for the two basic rates only, i.e., that of crystallization d~/dt=f~(7, T) and of temperature change d T/dt =fr(~, T). Therefore any additional term of the type (d~/dT) t sometimes re- quired to correct the non-isothermal rate in the fundamental Arrhenius equation [18, 19] dct/dt = kTf(~ ) by the additional multiplying term [1 + ( T - To)E/RT 2] is unjustified [7] and incorrect [3]. The resultant isokinetic hypothesis is then accounted for in the construction of TTT and CT diagrams [2], also.
 The true temperature-dependent intergration of the basic nucleation growth equa- tion yields very similar dependences [3,20] comparable to the classical JMAYK equation obtained under classical isothermal derivation. It effectively differs only by a constant in the preexponential factor depending on the numerical approximation employed during the integration [3]. This means that the standard form of the JMAYK equation can be used throughout non-isothermal treatments. Therefore a simple preliminary test of its applicability is recommendable. In particular, the value of the multiple (d~/dt)T can be used to check which maximum should be confined to the value 0.63_+0.01 [21]. Another handy test is the shape index, i.e., the ratio of intersections (b I and b:) of the inflection slopes with the linearly interpolated peak baseline which should show a linear relationship [21] ~ =bl /b 2 =0.52+0 .916 [(Ti2/Til ) - 1 ] where T i are respective inflection point temperatures.
 This highly mechanistic picture of an idealized process of crystallization bears, however, a little correlation to morphological views and actual reaction mechanism [21,22]. If neither the (d~/dt)T value nor the shape index ~ comply to JMAYK requirements we have to account for real shapes, anisotrophy, overlapping, etc., being usually forced to use a more flexible empirical kinetic model function usually based on two exponents (SB) instead the one (JMAYK) only.
 4.2. Apparent values of activation eneryies
 Conventional analysis of the basic JMAYK equation shows that the overall value of activation energies, Eapp, usually evaluated from D TA -D S C measurements, can be roughly correlated on the basis of the partial energies of nucleation Enucl, growth Eg r and diffusion Edifi [23]. It follows [24] that E a p p = (13Enu d + OdEgr)/(u + Od) where the denominator equals the power exponent of the JMAYK equation, r, and the coefficients t~ and d indicate the nucleation velocity and the growth dimensionality. The value of ff corresponds to 1 or 1/2 for the movement of the growth front controlled by chemical boundary reaction or diffusion, respectively.
 The value of Eap p is easily determined from the classical Kissinger plot [3,4] of In (fl/T 2) versus ( - 1 / R Tp) for a series of the DTA-DSC peak apexes (Ta) at different heating rates (fl) irrespective of the value of exponent r. Adopting the//-dependent concentration of nuclei Matusita and Sakka [25] proposed a modified equation of ln(fl~r+d)/T 2) versus (-dEgr/RTa) applicable to the growth of bulk nuclei where the nuclei number is inversely proportional to the heating rate (~ -~ 1). This is limited, however, to such a crystallization where the nucleation and growth temperature regions are not overlapping. If E,u d = 0 then Eap p simplifies to the ratio (dEg r + 2[t~ + d - 1] R Ta)/(d + t)) where dEg r >> 2 [r + d - 1] R T a. There are various
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 further explanations of the effective meaning which can be associated with the value of apparent activation energy [4, 20, 21,26, 27].
 4.3. Effect of particle size
 In the case of surface-controlled crystallization the DTA exotherm is initiated at a lower temperature for the smaller particle size. In contrast the temperature region for the growth of bulk nuclei is independent of particle size. Thus for larger particles the absolute number of surface nuclei is smaller owing to the smaller relative surface area in the particle assembly resulting in predominant growth of bulk nuclei. With decreasing particle size the number of surface nuclei gradually increases, becoming responsible for the DTA exotherm. The particle-size-independent part ofEap p can be explained on the basis of the nucleus formation energy being a function of the curved surface. Concave and convex curvature decreases or increases, respectively, the work of nucleus forma- tion [-24]. Extrapolation OfEap p to the flat surface can be correlated with Egr, U = 1 and d = 3, being typical for silica glasses. It, however, is often complicated by secondary nucleation at the reaction front exhibited by decreasing Eap p with rising temperature for the various particle zones. The invariant part ofEap ~ then falls between the microscopi- cally observed values of Eg r and Enucl the latter being frequently a characteristic value for a yet possible bulk nucleation for the boundary composition of a given glass.
 Assuming that the as-quenched glass has a nuclei number equal to the sum of a constant number of quenched-in nuclei and that, depending on the consequent time-temperature heat treatment, the difference between the DTA-DSC apex tempera- tures for the as-quenched and nucleated glass (T a - T °) becomes proportional to the nuclei number formed during thermal treatment [26, 28]. A characteristic nucleation curve can then be obtained by plotting ( T a - T °) against temperature [26] or even simply using only the DTA DSC peak width at its half maximum [28].
 For much less stable metallic glasses the situation becomes more complicated because simultaneous processes associated with the primary, secondary and eutectic crystallization often take place not far from each other's characteristic composition. Typically thin ribbons of iron-based glasses close to the critical content, x, of metalloids (x s + Xsi = 25% with glass-forming limit x R -~ 10%) usually exhibit two consecutive peaks. This is frequently explained by the formation of ~-Fe embryos in the complex matrix containing quench-in sites followed by the formation of the metastable Fe3Si- like compounds which probably catalyze heterogeneous nucleation of more stable compounds. Experimental curves are usually fitted by the classical JMAYK equation describing nucleation and three-dimensional growth. However, small additions of Cu and/or Nb cause the two DTA peaks to overlap each other, essentially decreasing inherent areas (the heat of crystallization is cut down to about one fourth) indicating probably the dopant surfactant effect directed on the critical work of nuclei formation due to the reduced surface energy. The resulting process of associated nanocrystal formation (fin-met~,ls) [29-31] is thus different from the conventional nucleation growth usually characterised by high r(>_ 4). This is still far from being unambiguous and is often a matter of simplified hypotheses on grain growth. Nowadays nano- crystallization is thus another more specific case under increased attention becoming so
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 complicated to be explainable in terms of classical physical geometrical theories. It is clear that a sort of fully phenomenological description could here be equally suitable for such a formal description, regardless of the entire mechanism of the reaction in question.
 4.4. Phenomenological models in kinetics
 There exist different phenomenological treatments, such as the geometric-probabi- listic approach or a purely analytical description by the exponent containing the fraction (a/x + b/x 2) 1. It enables continuous transfer from a quadratic to linear profile [-3] making it possible to identify formally the changes of reaction mechanism by checking characteristics of the peak shape only. Nevertheless, for a general expression of heterogeneous kinetics a most useful approach seems to be the traditional type of a formal description based on an analytical model, f(:¢), regarded as a distorted case of the classical homogeneous-like description (1 - ~)", where n is the so-called reaction order. A recently introduced function, h(~) [22], called the accommodation function (being put equal to either ( - l n ( l (1 - :¢))P or :~"), expresses the discrepancy between the actual, f(:Q, and ideally simplified, (1 - ~)" models. The simplest example of such an accommodation is the application of non-integral exponents (m, n, p) within the one- (JMAYK) or two- (SB) parametric function f(~), in order to match the best fitting of the functional dependences of an experimentally obtained kinetic curve. These non- integral kinetic exponents are then understood as related to thefractal dimensions [22]. From a kinetic point of view the interfacial area plays in crystallization kinetics the same role as that of concentration in homogeneous-like kinetics.
 It is apparent that any specification of all (more complicated) processes in solid-state chemistry is difficult [32] to base unambiguously on physical geometrical models although they have been a subject of the popular and widely reported evaluations [32-35]. As already mentioned it can be alternatively replaced by an empirical- analytical (SB) formula [3], f(~) = (1 ~),~m, often called Sestak-Berggren equation [32, 34 36], which exhibits certain interrelation with the JMAYK equation, see Fig. 4. This can be found particularly serviceable in fitting the prolonged reaction tails due to the actual behaviour of real particles and can nicely match the particle non-sphericity, anisotropy, overlapping or other non-ideality [22].
 It is worth mentioning that the typical kinetic data derived are strongly correlated with the Arrhenius equation, in the other words, a DTA DSC peak can be interpreted within several kinetic models by simple variation of the activation energy E and preexponential factor A [36]. A correct treatment then requires an independent determination of E from multiple runs and its consequent use to analyse a single DTA-DSC peak in order to determine a more realistic kinetic model and preexponen- tial factor [32, 34].
 5. Crystallization of ZnO-Ai203-SiO 2 glasses
 An example of complex analysis of the crystallization processes is a complementary investigation of the above-mentioned system which is illustrated in Fig. 5. The upper
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 pa r t represents the s t anda rd da t a ob ta ined by opt ica l measurements by two-s tep me thod and the b o t t o m par t shows the associa ted D T A curves of var ious ly t rea ted samples.
 F o r the powdered glass, where the surface crys ta l l iza t ion of/~-SiO 2 is dominan t , the value of Eap p was a l ready repor ted [37] to corre la te to the reciprocal of par t ic le radius, indica t ing enhanced nuclei fo rmat ion on a curved surface. Act iva t ion energy then changes as a function of the surface curva ture and its ex t r apo la t ion to the flat surface reaches Eap p = 50 kcal c o m p a r a b l e to Eg = 66 kcal for l inear g rowth [37].
 A more interest ing case is cer ta in ly the bulk crys ta l l iza t ion either spon taneous (gahnite and willemite) or ca ta lysed (Zn-petal i te) a imed at the p r epa ra t i on of low d i l a ta t ion g lass -ceramics . Assuming the crystal g rowth of Zn-pe ta l i te from both the cons tan t number of nuclei ( J M A Y K , r = 3) and at the cons tan t nuclea t ion rate (r = 4) the theoret ica l D T A curve can be ca lcula ted and c o m p a r e d with the exper imenta l one. F o r the ins tan taneous values of g rowth the best agreement was achieved for sa tu ra ted nuclea t ion based on the m a x i m u m nuclea t ion rate. This is shown in Table 1 where the crys ta l l iza t ion rates based on the opt ical and D T A measurements are compared , and agree within the o rde r of magni tude . The appa ren t value of E der ived from D T A traces
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 Table 1 Crystallization of Zn-petalite
 187
 Temperature/°C Growth rate, G~ Time of growth, d:~/dTdlr/(min - 1) dct/d TD-rA/(min- 1) (cm min - 1) t/min
 820 1.6x10 4 2 1.6×10 2 l x l 0 1 830 1.9x10 4 4 2.2x10 1 4x10 1 840 3.0x10 4 6 2.9x10 ° l x l 0 ° 850 4.6x10 4 8 2.5x101 5x10 ° 860 6.3x10 4 10 1.2×102 8x101
 d~/d Ta~ r was evaluated on basis of the JMAYK equation (p = 2/3) and optical data employing the growth rate in (cm min l) and saturation nucleation rate N -~ 5 x 10 l° (cm 3 min ~), do:/dTDx A = (KDTAAT+ Cp d A T / d T ) / A H where the apparatus constant KDT A of the Netzsch instrument used was 5 x 102 (cal K 1 min l) at 850°C and the heat released AH ~ lOcal.
 (Eap p'-~ 345 kcal, see T a b l e 2) a lso agrees wi th the s u m of three Eg r (-~ 285 kcal)
 i nd i ca t i ng aga in the s a t u r a t i o n of the sites c apab l e of n u c l e a t i o n p r io r the g r o w t h
 process . C o n v e n t i o n a l ana lys is of the J M A Y K e x p o n e n t p r o v i d e d an e x p o n e n t va lue
 close to three; thus b o t h a b o v e - m e n t i o n e d checks of the J M A Y K va l id i ty were found to
 be pos i t ive . S i m u l t a n e o u s l y ca l cu la t ed [32, 34, 35] e x p o n e n t s of the SB e q u a t i o n give
 thei r r espec t ive va lues c lose to 3/4. O n the o t h e r h a n d the a n a l o g o u s analys is of gahn i t e c rys t a l l i za t ion shows the
 di f ference of a b o u t t w o o rde r s of m a g n i t u d e for b o t h cases u n d e r ca lcu la t ion , see T a b l e
 3. T h u s b o t h tests for p r o v i n g the va l id i ty of J M A Y K also shows misfits. At the s a m e
 t ime the Eap p ca l cu l a t ed f rom D T A is t o o low ( abou t 130 kcal) to satisfy the t r ip le va lue
 of r e spons ib l e Eg r ( "-~ 75 kcal) as s h o w n in T a b l e 2. T o g e t h e r wi th the de l ayed onse t of
 the D T A p e a k a n d the shape of its acce l e ra t ing pa r t it c lear ly ind ica tes a m o r e
 c o m p l i c a t e d p rocess t h a n a s ingle n u c l e a t i o n - g r o w t h even t for gahni te . It is poss ib ly
 affected by the Z r O z - c a u s e d o r d e r i n g which m a y affect p r enuc l eus site f o r m a t i o n
 [38 40]. T h e c o r r e s p o n d i n g va lues of r -~ 3.3 and n -~ 0.6 a n d m ~- 0.7 are aga in n o t
 Table 2 Apparent kinetic data of the volume crystallization of 20ZnO 30Al:O s 70SiO 2 glass doped with ZrO 2. Nucleation N in cm s min 1, activation energy E in kcal
 Nucleator content Gahnite Zn-petalite E from DTA or treatment
 Nma x E.u d Eg r Nma x Enucl Egr G a h n i t e Petal i te
 4% Z r O 2 6 .4x 104. 115 75 5x 10 ° 45 95 130 Same, 7 h ~ " at 755"C (_~ 108) a ( ~ 107) a 190 6% ZrO 2 5 X 10 l° 350 95 345
 a Estimated from the DTA peak, other data from optical measurements, see Fig. 5.
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 Table 3 Crystallization of gahnite
 TemperatureS'C Growth rate, G~ Time of growth d:t/dTdir/(min 1) d~/dTDTA/(mi n 1) (cm min l) t/min
 820 ~-10 6 28 ~10 4 ~-10 2 960 9.6×10 5 32 1.7×10 3 6×10 1 980 1.8x10 s 36 1.6×10 2 4×10 °
 1000 2.2×10 5 40 3.6×10 z 9×10 ° 1020 2.7×10 5 44 1.0x10-1 2×101 1040 2.9x10 5 48 2.0×10 i 5×10 ~
 d~/d Ta~ r was evaluated on basis of the Y MAYK equation (p = 2/3) and optical data employing the growth rate in (cm min 1) and saturation nucleation rate N -~ 6 x 104 (cm 3 min 1), d~/d TDT A = (KDTAA T + Cp dAT/dT)/AH where the apparatus constant KDT A of the Netzsch instrument used was 9 x 102 [cal K 1 min - 1] at 1000°C and the heat released AH ~ 10 cal.
 c h a r a c t e r i s t i c e n o u g h for a s ing le p r o c e s s to be s i m p l y u n d e r s t o o d w i t h o u t f u r t h e r
 c o m p l e m e n t a r y i n f o r m a t i o n .
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Introduction
 Substantial fluctuations of liquid density in the area ofcritical temperature Tc appear as observable phenomenavisible to naked eye [1]. The facts that liquid phase un-der critical temperature is divided into solid-like struc-tures and voids filled up with gas-like molecules (the socalled ‘wanderers’), has been well known for a longtime [2]. Some of the modern structural theories(so-called mode coupling theory, MCT) describing thestructural phenomena of liquid state at lower tempera-tures are also based on a similar idea of local densityfluctuation as well [3]. The assumption of heterogeneityin liquid phase goes back to assumption of semi-crystal-line phase by Kauzman [4], as well as to the assump-tions of coexistence of gas liquid semi-structures relatedto numerous works of Cohen et al. [5–11].
 Model structure
 In this study we take also the liquid structure as a me-chanically divided structure formed by blocks (do-mains, or clusters) on one side, and the individual‘semi-evaporated’ units, which are subjected tonon-linear anharmonic motions of high amplitudes,on the other side. It is assumed that the highlynon-linear oscillators maintain the individual charac-
 ter of their motions and are taken, in the present study,as simple individual units about a monomer size [12].On the other hand, the blocks are assumed to possessinterconnected microstructure and are composed ofidentical elastically bonded particles packed to thehigh (density) level reaching the density of van derWaals liquid phase (Fig. 1).
 The blocks are characterized by a module, whichreaches the level of glassy state and keeps the swarmof particles in one block together. A dynamical equi-librium exists between the block particles and thesemi-evaporated particles, as well as between thesemi-evaporated particles and the gas phase. The ex-istence of randomly distributed, random size molecu-lar clusters in a viscous liquid has been discussedsince 1959 till present days [5–11, 13]. Looselypacked regions separate these clusters. Here we con-sider that the inter-clusters regions contain moleculeswhose vibrations are strongly anharmonic, giving riseto non-deterministic vibration movements.
 The blocks and their inter-blocks bonding struc-ture form the main contributing factor responsible fordynamical parameters, such as the viscosity or bulkelasticity of liquid sample. The blocks are also re-sponsible for complex relaxation effects, because theinterconnected linear oscillators forming their struc-tures interact. On the other hand, the ‘semi-evapo-rated’ particles acting as the non-linear oscillators are
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responsible for erratic character of Brownian motiondisplacements in liquids [14]. The ‘semi-evaporated’particles are acting against the external pressure andexercise a ‘push aside’ effect on the individual blocksin their vicinity. The opening thus created (Fig. 2)through straightforward amplitude jump, can be di-rected to any direction in amorphous phase. Thenon-linear oscillators of semi-evaporated particles
 can perform their oscillations on several different am-plitudes [15, 16], and their motions carry with themelements of uncertainty described most cases by thenon-linear, non-deterministic theories [17–25] ofchaos. Because the initial positional coordinates ofsuch non-linear oscillator for its subsequent positionand momentum cannot be determined in advance, thedifferential changes in initial conditions will bringcompletely different trajectories. The general rule forthe non-deterministic chaos theories [17–25] isconsequently reflected into the structure of amorp-hous body in glassy state, which depends on the wayof cooling and will have the irregular character.
 For the displacement of block as a whole, themaximum retardation time will show the level of in-terconnections inside of block structure, characteris-tic of a given block size, which changes with tempera-ture (Fig. 3). It is assumed that the block size, togetherwith maximum block retardation time τmax, decreaseswith increasing temperature. The block disintegratesas the critical temperature is approached [15, 16]. Inthe opposite case, the blocks bind themselves to arigid structure as the temperature decreases below Tcr.
 The amplitudes of vibration movementsbelow the critical temperature
 Under the critical temperature Tc we consider the fol-lowing most important marking points, as the charac-teristic temperatures for amorphous body, regardingthe vibration amplitudes size:
 • the boiling point temperature Tb,• the crossover temperature Tcr,• the transition temperature of glassy state Tg,• Vogel’s temperature Tv.
 It can be stated: Tc ≥ Tb ≥ Tcr ≥ Tg ≥ Tv (the modelproposed has the following distinct characteristics ofvibration modes at different temperatures or tempera-ture areas, which should be mentioned and pinpointedbeforehand for the text to be clearer).
 272 J. Therm. Anal. Cal., 80, 2005
 HLAVÁEK et al.
 Fig. 1 Schematic model for solid-like structure just above theTg temperature, when the first particle starts to act asnon-linear oscillator and causes irregularity in structureof linear elements. The separation of blocks causes in-terference with α process, which forms the infinitestructural network
 Fig. 2 Sudden amplitude jump of non-linear particle (a), (b) can be performed in any direction (case ‘c’) in the sample space
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The bottom part of van der Waals curve on theliquid side plays the important role for the evaluationof non-linear amplitude size.
 The onset of the spinodal part of van der Waalscurve seems to pose a sensible restrain on the upperamplitude of vibration motion. This limit, if exceededhas to lead to vacancy enlargement in which the parti-cles in vicinity of high-amplitude oscillator have totake away the vibration energy of particle, by their ownavalanche like displacement. This type of energy with-drawal from high amplitude vibrating particle can only
 be performed successfully by particles in vicinity belowthe liquid point Tb, without the destruction of the samplethrough the creation of a gas phase in the sample bulk.
 The level of bottom of van der Waals curve for iso-thermal case can be found easily for small volumes bylooking for the intercept of spinodal curve [26] with thelow volume of van der Waals dependence. The interceptpoint is at volume fraction of 0.385 of critical volume.At boiling point Tb, the non-linear movement stops forsome semi-evaporated particles, as the bond of particleto a ‘strange’ attractor of Lorenz type [23, 24] enlargesits basin of attraction and is eventually interrupted as theparticle leaves the oscillatory movement for a gas phase.Between the crossover temperature and the boilingpoint, the high amplitudes of vibration are able to me-chanically perturb the original bonding of blocks to sucha level, that shear module disappears. In contrast to be-havior of material at this higher temperature zone, be-low the crossover temperature, the substantial rise inshear module G contributes (as a new element) to limita-tion in vacancy enlargement, as the sample is able tostore the elastic energy W connected to shear module[27], inside of the vacancy space:
 W Gr r r= 8 0 1 02π ( – ) (1)
 The radius r0 represents the radius of a rigid sphereapproximating the particle, and r1 is approximatingthe size of radius of the cavity. For example the cavityof size r1=2r0 formed in solid with modulus G ofabout G=1010 N m–2 needs about 125 kJ mol–1 [27],while in liquids of van der Waals–Eyring’s type, suchlevel of internal void expansion inside of bulk of liq-uid sample, leads to Trouton’s rule [2].
 The non-zero shear module below the Tcr hasdrastic impact on vacancy size and on the sizes ofmaximal diffusion jumps, which are depressed or elimi-nated as the temperature decreases. The presence ofinter-block bonding will bring the shear module to thenon-zero level and the elastic network will be formed.The fact of different ways of inter-block bonding hasbasic influence also on the fragility phenomena’s[28, 29]. Above the crossover temperature the diffusionprocess, is driven mainly by few particles, out of theblock area’s, which are undergoing the amplitudesswitch. Thus the relation formed by product of viscosity,size of the diffusing particle and diffusion coefficient,divided by absolute temperature and Boltzmann’sconstant [30, 31] cannot retain its form below Tcr. Themost apparent impact of shear module can be demons-trated on the temperature dependence of the alpha α andbeta β relaxation processes. (Also this topic will betreated more closely in the following text). In Tg vicinitythe changes in vibration amplitudes of average vibra-tions can be also demonstrated by the experimentalmeasurements of Debye–Waller factor [32].
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 Fig. 3 Schematic picture for a liquid-like structure where thelinear elements represented in blocks by Voigt seriesare not connected through the elastic network and aremobile, being restricted in their mobility by balance ofsaturation pressure Psat and by the external pressure Pext
 only (Fig. 1). The blocks are a source of cooperativephenomena of sample time response

Page 40
                        
                        

Earliest experimental justification of thestructural heterogeneity of liquids
 X-ray diffraction
 The X-ray diffraction studies are the oldest methodssupporting the existence of dual structure in bulk of liq-uids [33]. These studies have shown that for a liquid,even above its boiling point, the coordination number(characterizing the number of particles in the closest vi-cinity) falls drastically in the area of temperatures be-tween boiling point and Tc, but the distance characteris-tic of the first peak of radial distribution g• r of particlesin vicinity hardly changes as the temperature ap-proaches the critical temperature region. On the otherhand, the experimental proof of compact structure, ex-pressed through unchanged radial distribution g•(r), im-plies the existence of voids and cavities filled with‘semi-evaporated’ particles, to make up for the overallvolume of the sample characterized by average density.
 The characteristic of local heterogeneity using thepositron annihilation spectroscopy
 The volumes of vacancies are exactly determined andare reported in numerous papers on positron annihila-tion spectroscopy PASCA [34–38] (Fig. 4). The ex-periments of PASCA provide the unusually high co-efficients of thermal expansion in the vacancy area.The volumes of vacancies are very sensitive to tem-perature changes above the glassy transition and tothe external pressure changes in the boiling pointarea. In the present study, the vacancies in liquid statecontain the semi-evaporated particles without whichthe transition from bulk of sample to gas phase atboiling point would not be possible. As can be seenfrom the data of Fig. 4 the coefficient of thermal ex-pansion in vacancies areas is about ten to a hundredtimes as high as that in the block areas. At tempera-tures T ≤ Tg (for the amorphous bodies and the wholepiece of sample) the coefficient of thermal expansionis α1≈1·10–4 K–1. At temperatures T ≥ Tg the coeffi-cient of thermal expansion is α2=4.1·10–4 K–1. ThePASCA readings at crossover temperature are higherthan αV,1≈4·10–3 K–1. The discontinuity in propertiesfor liquid structure is apparent. It could be contem-plated that the liquid contains locally expandingspots, which bear a responsibility for the high coeffi-cient of thermal expansion of liquids in general.
 Three types of entropy contributions
 The entropy contribution connected with the semi-evap-orated state (Fig. 2), which is created inside the liquidsystem in vacancies areas, can potentially be contem-
 plated as well [15, 16]. For the temperatures T ≤ Tg theentropy S main contributions can be explained as:
 S k W W≅ +B th conf[ln ln ] (2)
 and for T ≥ Tg
 S k W W Wth≅ + +B conf semievap[ln ln ln ] (3)
 274 J. Therm. Anal. Cal., 80, 2005
 HLAVÁEK et al.
 Fig. 4 a – The stepwise rise of vacancy volume in the vicinityof Tg=168 K for polybutadiene; the data provided byBartoš et al. [19] are gratefully acknowledged, b – Thecoefficient of volumetric thermal expansion calculatedfrom Fig. 4a, for the vacancies, and the data of α ap-proximately taken from literature [43, 60] quoted forthe sample at glassy state
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This type of entropy changes composed of threedistinct contributions, viz. thermal, conformationaland highly non-linear, has been experimentally con-firmed in recent works of Johari [39, 40]. Because thevacancies areas, thanks to the reports on PASCA ex-periments, have well defined size (which is largerthan the van der Waals volume, but smaller than is the0.385 fraction of critical volume of the particles in-volved), we can estimate the change in enthalpy con-nected with the semi-evaporated state. As has beenshown by Hirschfelder et al. [2], the whole amount ofevaporation enthalpy is needed to produce an expan-sion of cavity to level of twice as high as is the parti-cle diameter. So to produce a cavity of size about0.385 of fraction of critical volume, a proportionallysmaller part of evaporation enthalpy ∆Hevap can beused, as the first estimate for the energy of void cre-ation. The assumption of the ∆Hsemievap=∆Hevap/n,where n is about 2–4 or even higher, will be in agree-ment with the PASCA experiments as well as with theestimate on viscosity by Eyring et al. [41, 42].
 The basic phase space behavior of semi-evaporated particles – highly non-linearoscillator
 The equation of motion for particle vibrations
 The equation of vibration motion for non-linear oscil-lations of ‘nth ’ particle is:
 mt
 UFn
 δ ξδ
 δδξ
 2
 2+ =n
 ext, n (4)
 where the oscillator external force Fext,n(t) is createdthrough action of many particles in the vicinity, and mn
 is the particle mass, comparable in size with dimen-sions of acoustical unit [12] of about monomer size. Un
 is the potential energy characteristic of the potentialvalley in which the nth vibration acoustical unit is per-forming its oscillations. The term ξ=r–r0,n is the devia-tion from the bottom of local potential valley.
 The vibrations of particle take place inside of thepotential valley Un(t) of the nth oscillator:
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 where in the first approximation the individual pa-rameters U0n, f n
 ⊗ , gn, r0,n for the block’s particles are
 constant and time-independent and vary smoothlywith temperature only; r0,n is a vector pointing to thebottom of potential valley of the nth oscillator. The
 term U0n stands for the basic level of internal energy,f n
 ⊗ , gn are characteristic parameters of local potential
 valley, which depend on positions of particles in theclosest vicinity. The equation of motion for particlesin the form of Eq. (4) is the same for block particles asfor the semi-evaporated particles. However, if Eq. (5)is substituted into Eq. (4), great differences will ap-pear in the solutions obtained between the individualcases for gn→0, r0,n(t)=const. (the case of ideal solids)or for gn≠0 (the case of real solids or liquids) or whengn(t), f n
 ⊗ (t), U0n(t) vary with time. The last example
 represents the structural changes in solids and the dif-fusion or flow onset for liquids.
 Beside Eq. (4) in variables ξ and t an additionalequation for description of r0,n(t) development in time(for the bottom well displacements) would be needed.
 The mathematical treatment of strong non-linearityfor one oscillator above Tg transition
 To find fast solution to Eq. (4) and provide illustrativeexamples that can be easily visualized, the second-or-der differential Eq. (4) is usually turned into two sepa-rate first-order differential equations. This procedure isperformed in the deterministic chaos theories [17–25]as well as in studies of ‘organized structures’ or instudies of non-equilibrium thermodynamics [21, 22].
 By choosing the variables A1≡ξ and A2≡dξ/dt wecan rewrite Eq. (4) into (two first order differentialequations) the following forms [15, 16]:
 d
 d
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 tA A1
 11 1 12 2= +α α (6)
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 AA A2
 21 1 22 2t
 = +α α (7)
 Equations (6) and (7) can be analyzed further in thevicinity of vibration stationary point. The system ofEqs (6) and (7) will have non-zero solution only if
 det–
 –
 α λα
 αα λ
 λ λ11
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 where a1=α11+α11, α2=α11α22–α12α21.The changes from a solid to a liquid state, as well
 as the other higher temperature transitions, can be in-vestigated through the change of parameters a1 and a2
 within a certain range as shown in our previous com-munication [15, 16].
 The mathematical reasoning gives the basis tothe existence of vacancies, which stems from the con-siderations of high non-linearity of Eqs (4–8), sug-gesting the particle trajectories have a non-determin-istic character. At solidification process, the endpoints of the trajectories in phase space are aiming at
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different spots, which forms the irregular structure ofthe glassy state. The scheme for the amplitude devel-opment for two coordinates ξn, dξn/dt for differenttemperatures in phase space is shown in [15, 16].Following such line of perception, the higher transi-tions such as the boiling or critical point can be con-sidered too. The fraction of vacancies can roughly beestimated through the density changes for the liquidsample [15]. While only few vacancies exist at lowertemperatures (according to Bueche [43] the ratio ofvacancies to vibrating particles is equal to 1:40 at Tg),at the critical temperature the amount of vacanciesreaches the level at which the condensed phase disin-tegrates completely [15, 16] and all oscillating parti-cles are able to reach the upper vibration amplitudewith addition of very tiny amount of energy.
 The linear cooperative phenomena in blocks
 As a result of separation of the non-linear effects fromthe linear blocks areas, some more than half-century-oldexperimental results and mathematical techniques cansuccessfully be used for the investigation of very topicaltime phenomena in liquid–solid transitions (followingthe temperature interval between TV and Tcr). The newphysical explanations about certain phenomena, nowa-days intensively studied [13, 44–56], connected with αand β processes, about the crossover temperature, andalso about the Kauzman paradox [4] can thus be re-vealed, as the system changes its structure as it coolsdown below the crossover temperature and under Tg, asthe particles generating the voids and associated withthe higher amplitudes of motion disappear.
 The limiting values of block time characteristic
 For the time dependence limits for the fastest time in-terval of retardation we use the time interval calcu-lated from the sound velocity, which for solid blocksis about 105–106 cm s–1, and from the minimal lengthof acoustic waves, which are determined by the meshsize ∆r0,n
 ∗ . Thus we get: 1/νmax≅τmin and vsound==λminνmax, where λmin ≈ 2∆r0,n
 ∗ .Substituting from the estimate of values outlined
 above we get νmax≅1013 s–1for the maximum fre-quency in sample body and for the fastest time of ma-terial response in block min≈ max
 –1=10–13 s. (The esti-mate on the fastest bottom well displacement basedupon the experiment is quoted by Rossler [47], viz.
 min=3·10–13 s.) For the longest time characteristic forthe material we take the characteristic time connectedwith permanent displacement in series of elements in-side of block space and bonded together through elas-tic force (Eqs (14), (15)).
 The estimate on the size of blocks from the shearviscosity data
 Numerous predictions regarding the size of the blocksare reported in literature by many authors[13, 50–56]. These predictions are based upon differ-ent experimental techniques. Focusing the attentionnow in a direction not yet used for the block size esti-mate, it will be tried in this study to provide the blocksize approximation, using the techniques of rheology.The answer is searched for two unknown parameters.The first represents the number of linear elements inblock at which the blocks start to be interconnected inshear flow and start to interfere mutually producing acontribution to the elastic shear module response. Auseful source of data, for the domains (block’s) inter-actions, is the measurements of shear viscosity dataobtained at zero velocity gradients, which have beenknown for about forty years for different structures ofpolymer melts with a variety of molecular mass val-ues [57–59]. These data show one common feature inthe dependence of shear viscosity on the number ofmonomer (acoustical [12]) units in chain X sequence.As is considered, as the first example, that the number‘X’ is small and remains below a certain limit, X≤Xc,where Xc≈500–625, and that the polymer melt is char-acterized by a constant and gradient-independent vis-cosity. In this particular case the module of shear elas-ticity is zero, as well as the first normal stress differenceremains zero too. The macromolecules are smaller thanthe block size (X≤Xc), and the blocks, if subjected toshear flow, do not exhibit any mutual interference. Adifferent level of viscosity, which rises in linear de-pendence on X, characterizes each polymer at thisparticular case. However, at the point when the criti-cal value Xc is reached in the polymer chains, thereoccur changes in the rheological properties. Theblock interconnections start to interfere through theovergrown size of macromolecules. For polymerswith X≥Xc the melt viscosity in dependence on sheargradient starts to have the non-Newtonian characteras the gradient grows and the first normal stress dif-ference starts to be an important flow characteristic aswell. This effect is usually explained in connectionwith the chain entanglements. The concept of entan-glements was introduced originally base uponsketchy pictures [43, 60, 61] and as an evident phe-nomenon while the nature of couplings [60] was leftas open, with the alternative to cooperative motionsof molecular areas, which is also suited for the lowmolecular structures. The later case corresponds moreclosely to scheme presented in this study, which isalso supported by findings of Achibat et al. [80, 81],reporting a relationship between the domains and theentanglements. The model presented attributes theproperty of inter-blocks bonding either to the entan-
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glements (as the individual blocks start to be interwo-ven by polymer network) or to inflexible bonds of vander Waals type, or to the bonds of chemical nature.The inter-block bonding has a consequence in devel-opment of non-zero shear module. Although differentpolymers have different levels of viscosity or chainflexibility, different molecular mass, or exhibit differ-ent levels of normal stresses, the numerical value ofXc for blocks mechanical interference in shear flowhas a universal character. Just quoting [59], for poly-styrene Xc=600, for poly(vinyl acetate) Xc=600, forpolyisobutylene Xc=500, for polydimethylsiloxaneXc=625. If the level of critical interconnection isreached in linear sequence for polymers, the blocksare inter-bonded and exhibit the shear elasticity repre-sented by shear modulus or by the first normal stressdifference. Such elasticity created by flexiblemacromolecules is entropy related. (This type of in-terconnection has a ‘long distance character’ rela-tively to the block size, and one macromolecule can‘over-bridge’ several blocks too). In contrast toblocks connected by flexible macromolecules, theblocks can also be interconnected by inflexible chem-ical bonds. This is the case for the low molecular masssubstances under the crossover temperature. Theblocks connected by inflexible bonds cannot bestretched to higher deformations and have to break up
 as the temperature is increased above Tcr. The inflexi-ble blocks interconnection reflects itself into the in-ternal energy related shear module contribution underthe Tcr. (This is valid for the block’s contacts for thepolymers under Tcr temperature too).
 The parameter left to be determined is the cross-over temperature itself. For these purposes the mea-surements of the dependence of shear relaxation mod-ule on temperature in area of main phase transitioncan provide this information [62, 63] (Fig. 5). For thereasons of clarity of explanations in text, some data ofSchultz [59], Alkonis [63] and Tobolsky [62] werepresented to show the idea behind the text moreclearly. The crossover temperature Tcr (Fig. 5) is de-termined on the basis of the shear elasticity of internalenergy related relaxation module. The value Xc is de-termined on the basis of the zero gradient viscositycurves. At this level of internal connection the blocksstart to interfere in flow.
 At the temperature Tcr the characteristic domainsize can be estimated and for the lower temperaturesT≤Tcr, the part of force responding to external deforma-tion has internal energy related component (fINT≠0).Taking the size of one oscillator unit in interconnectionsequence from the polarizability values [64, 65], for theinterconnection number of Xc=600, the characteristicsize of a domain of about 6 nm3 (for the molecules ofmost typical size of pentane) can be obtained. For thelinear dimension of a domain 61/3=1.81 nm can be ob-tained. This seems to be in good agreement with thepublished values [13, 50–56] obtained by different ex-perimental techniques. As the polarizability of mole-cules is simple additive properties of individual atomicpolarizabilities, the domain size can be easily estimated,from the polarizabilities values of individual monomerunit and from the Xc values, as the Table 1 hints.
 The spectra characteristic of the block
 For the particles forming the block structures, in addi-tion to the motion in ξ coordinate, which does not leadto linear particles diffusive displacements, an addi-tional motion connected with r0,n displacements can besuperimposed on the movements of particles. Besidesthe potential valley deformation the additional degree offreedom, if added to the particle movements, will bringby itself the increment in specific heat capacity cp.
 For the differentially small changes in bottomposition δr0,n (Eq. 5), the coordinated changes of par-ticles positions, ...r0,(n–1)…r0,(n+1), r0,(n+2)……r0,(n+k) inthe vicinity of semi-evaporated participle are neededas the precondition for permanent displacement of thenth particle.
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 Fig. 5 The typical picture of relaxation module behavior ofpolymer. The sample is undergoing the temperature andmolecular mass change. (According to Tobolsky [62]and Alkonis [63].) The elongation relaxation modulusof polystyrene, for two different molecular massesMw =M1≤M2 as a function of temperature. The relax-ation experiment is performed for a time of 10 s. Thearea ‘a’ stands for glassy zone and ‘b’ is the rubber-likezone [60, 61]
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 The f stands for functional dependence and istaken as an unknown function of time t associatedwith material characteristic series of discrete retarda-tion times. The actual positions of r0,n, r0,(n+1) etc. doesnot enter into the mathematical formulation. The indi-vidual oscillators can be placed consecutively, in thespace of sample, touching each other in form of neck-lace (Fig. 6). The mathematical formula will involvethe particle consecutive order in chain time responseand also the direction and size of deviations fromequilibrium positions ∆r0,n, ∆r0,(n+1), etc.
 In simplistic view of interconnections for oneline of particles connected in the form of an elasticnecklace such as shown in Fig. 6 we get:
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 Through extension of Eq. (10) inside of block we get:
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 where Fext represents the external force acting on theparticle through the particles localized in its vicinity.The simplest form of interconnections of elements,without branching or bridging is considered. The termFext can involve the effects of local friction force f 0n
 Fr
 acting on each element fr
 t0nFr nδ
 δ
 ∆ 0, expressed sepa-
 rately as shown in Eq. (11). The term ′Fext representsthe interaction of non-linear oscillator (thesemi-evaporated particle), acting on the ends of chain(point ‘0’ in Fig. 6), by which the individual blockssegments are displaced in time. The non-linear oscil-lator of semi-evaporated particle acts as the localstress perturbation source on the necklace of elasti-cally connected masses. The blocks play the role ofthe sidewalls, and from mathematical point of view,they act as the source of exact time response of mate-rial. For the case of Fext=0 we get a homogeneousequation as a source for the calculation of vibrationmodes. These modes give the evidence about the ac-tual distribution of resonance frequencies and time re-sponses of material. The shifts in ∆r0,n can be consid-ered in any direction inside of sample.
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 Table 1 Calculated domains size from the polarizabilities ofacoustical units
 The type ofpolymer
 Estimate onpolarizability of
 acoustical segment /3
 Domainsize/nm
 for Xc=600
 polystyrene 11.6 1.90
 polyisobutylene 7.2 1.62
 polybutadiene 6.4 1.55
 polyvinylacetate
 8.0 1.68
 polymethylmethacrylate
 9.8 1.95
 SiO2 6.7 1.59
 GeO2 7.6 1.65
 B2O3 4.4 2.05
 As2S3 17.3 2.18
 glycerol 8.6 1.72
 pentane 10.0 1.81
 Fig. 6 A detail of Fig. 1. The individual particles in necklaceare numbered according to their positions separatingthem from the non-linear particle stress perturbationshown schematically above of particle '0'
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Equations (10–12) have many classical solutionsfor many options of Fext and are solved in connectionwith many different topics of engineering or scientificapplications [18, 27, 43]. The typical solution to ho-mogeneous Eq. (12) of relaxing block consists of se-ries of resonance frequencies ωn,
 ω πn2 e
 n
 =
 +
 =
 4
 2 1
 1 2 3
 2k
 m
 n
 N
 n N
 sin( )
 , , , .....
 (13)
 and leads to the time response of blocks characterizedby series of relaxation or retardation times (for creep re-lated experiments) of interconnected elements [18, 43].
 (The solutions of Eqs (11)–(13) are given in Ap-pendix A and B. Please note also that for
 sin( )
 2
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 and n N≤
 2the argument of
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 22 4
 n
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 N
 π
 ≈ const. is valid.)
 Solving Eq. (13) means finding the resonancefrequencies ωn, which determine the mechanical char-acteristics of the block. The block is invariably a lin-ear system, and the times of block response are giventhrough simple arithmetic multiplication if constantlocal friction is considered.
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 and for the constant frictions and masses of each os-cillator inside of block f m0 1, / 'n
 Frn const= = τ , we get:
 τ τ1 2
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 For the sequence of resonance modes in the
 sense of Eq. (12) the matrix Ω =
 1 2 1
 1 2 1
 –
 –...... ......etc
 of Eq. (12) plays the crucial role in the separations ofretardation times and in the separation of resonant fre-quencies of ωn. From Eq. (11) for the case of the nth
 element we get ωτ
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 nFr
 n n
 = =k
 m
 f
 m0, .
 Taking the ratio between the elasticity andfriction for each oscillator in block as the samek fe n
 Fr1–1const =/ ,0 = τ , Eq. (12) gives very simplified
 spectra distribution τn= τ1n2. It can be seen that the
 higher retardation times are formed in blocks spacesthrough growing sequence of interconnected ele-ments and not through variation of local friction orlocal elasticity. The friction force f 0,n
 Fr or the externalforces F'ext, Fext do not influence the separation ofindividual material time responses either.
 The individual retardation times covering themotions inside of blocks, are mutually interdependentthrough Eq. (15) (Figs 7, 8). The time for total blockdisplacement is thus proportional to N 2 while the fric-tion force for the block movement, which character-izes the shear viscosity of sample, remains propor-tional to N only if the total block friction is defined as
 fr
 t
 N
 0
 1
 n0,n
 i
 d
 d
 ∆
 =∑ . It can be assumed that the friction coef-
 ficients f0,n of ‘beads’ inside the solid ‘icebergs’ varyonly mildly with temperature changes. However, it isexpected that the number N increase smoothly withdecreasing temperature. At the crossover temperaturethe inter-chain branching start to appear. The knotsand bridges between the chains characterizing thestructure, affect the relaxation times in different wayfrom the viscosity, making the chain sequencesshorter. For example if two necklaces are connectedtogether, then the viscosity rises by factor of two. Therise in maximal relaxation time will depend on theway how the interconnection is made, leaving themaximum increase only for the head-tail interconnec-tion type. (The last reports on relaxation time and vis-cosity measurements [13] state that while the viscos-ity increases with slope of 3.4 with average molecularmass M w
 3.4, the increase in maximal relaxation time is
 less dramatic (M w3° ) [66].
 The ‘alpha’ and ‘beta slow’ processes – themechanical shelters for shear elasticity components
 The retardation time τ1 is thus the starting point in asequence through which the longer retardation time τn
 can be created. The longest retardation time τN shouldgrow with decreasing temperature and reflect the ap-proximation for the level of interconnections in linearelements of block size.
 The term τN stands for the time necessary for dis-placement of a block as a whole. The shortest retarda-tion time will reflect the fastest response of bottom ofpotential valley by differentially small displacementsof ∆r0,n. The fastest displacement will involve onlythe acoustical units in shortest vicinity of the particleconsidered. Because the acoustical units usually con-tain few atoms and are approximately of monomersize [12], the shortest relaxation time is expected torepresent connection of about 20–100 atoms and to bein the vicinity of the so-called βfast relaxation process[49]. One ‘bead’ in necklace pictured in Fig. 6 will beinvolved in the friction force of many moleculesforming the first level of coordinated motion in theclosest neighborhood of the particle displaced. (Thiswill provide the relaxation time in the vicinity of theso-called βfast relaxation process, which is reported[49, 67] to be about 3.0×10–13 s). It can be seen in Figs
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7 and 8 that for the so-called α (line ‘A’) relaxationprocess the interconnection level reaches infinity assoon as the temperature decrease starts to approachthe Tg temperature and the infinite elastic network isdeveloped. The so-called βslow process (lines‘B, C, D’) is different because the parameter N forthese processes cannot reach the infinite interconnec-tion level as the temperature decreases. Searching theτN at the crossover temperature for 600 elements weget τN(T =Tcr)= τ1·6002=3.0·10–13·6002≈1.08·10–7 s.Rossler [49] experimentally confirmed such charac-teristic time level at the crossover temperature. Belowthe Tcr temperature the term τα→∞, which means, that
 the sample elasticity is mainly connected to the parti-cles associated with α process as the elasticallyinterconnected network covering the space of a wholesample is formed. On the other hand, the particlesconnected with βslow process are apparently anchoredin space differently, being ultimately bound with veryhigh viscosity coefficient rather than with purely elas-tic response to external shear deformation. It can bestated that the βslow processes are connected with the‘loosely anchored’ or floating parts of a networkstructure.
 Because the area between the Tcr and Tg is con-nected with sharp increase in shear modulus, it can besaid that the βslow processes are shear-module-insensi-tive. Therefore, the βslow processes appear to be local-ized in sample in different, mechanically sheltered ar-eas, which certainly transport the shear component ofstress in a way different from what the α process does.Because the number of interconnected elements form-ing the βslow process does not reach infinity (which isthe precondition for the formation of elastic solidphase with the infinite relaxation time), the elasticsolid phase formation seems to be determined by theα process.
 The views presented in this paper are moreclosely approaching the description of β process pre-sented in early theories [71–76] of Eisenberg [77, 78],Heijboer [74–76] and Bueche [43] which has beentaken as well proofed by experiment and which con-tradict the recent theories which are involving all par-ticles of the system participating in the β slow mo-tions [69]. The theories of plasticizers [79] suggestalso the structural heterogeneity and give example ofmaterials for which the islands of mobility can behardly excluded. (On the other hand, in the case ofglycerol, the βslow process is not present). The otherexplanation for the βslow processes is connecting themwith changes in coordinates displacements not di-rectly connected with external shear deformation (theperpendicular rotation of two different parts of poly-mer chains around two perpendicular axes has beendescribed already by Bueche [43] in his discussion ofsubstance of α and βslow processes.)
 These studies are the subject of our various inter-disciplinary projects and are the continuation of ourprevious and recent interrelated discussions pub-lished in different sources such as papers [16, 82–83]or books [84, 85].
 Conclusions
 The estimate on the size of domain at crossover tem-perature has been provided based upon the rheologi-cal data of viscosity at zero gradients.
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 Fig. 7 The logarithms of characteristic relaxation times determinedby Rossler [49] for variety of organic and inorganic materi-als. The graphs are testing the sequence shown inEqs (14, 15). Rossler’s relaxation times τ are taken forthe limiting variable interconnection number N. In ourmodel, τ1=3·10–13 s and τ600=10–7 s according to Rossler[49] and according to Eq. (15). At T =Tcr we take the Nvalue equal to 600
 Fig. 8 The numbers of linear interconnections N for variablerelative temperatures obtained from Eq. (15). The lim-ited interconnection level for βslow processes (curves B,C, D), below Tg are clearly visible
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The crossover temperature has been estimatedfrom the relaxation module data. The crossover tem-perature is connected to first appearance of internal en-ergy related shear module.
 The irregular structure of amorphous phase hasbeen explained through the existence of non-deter-ministic oscillators, which exist in liquid phase. Thedisappearance of these particles under the Tg and thenon-predictability of end points of their positions inphase space coordinates gives rise to the existence ofirregular structure of amorphous phase.
 The non-linear oscillators have also an abnormalcoefficient of thermal expansion and the amorphousliquid is thus structurally different from the amor-phous solids, which casts some light into the explana-tions regarding the Kauzman paradox [4]. TheKauzman paradox is based on extrapolation and doesnot take into account the fact, that the liquid is a me-chanically heterogeneous substance in which the het-erogeneity is partially removed as the temperaturegoes down below Tg, and the highly non-linear oscil-lators disappear. The liquid phase is structurally dif-ferent from the solid in mechanical sense, viz. by theappearance and disappearance of highly mobile, dif-fusive, non-linear oscillators.
 The α and βslow processes seem to have a commonorigin in the βfast process. The α process differs fromthe βslow process in numbers of interconnected ele-ments, which increase for the α process to infinity asthe sample solidifies. The βslow process does not pos-sess this property and apparently is not ‘fully’ contrib-uting to the shear elasticity level. Being localized in-side of blocks, the βslow process is insensitive to theinter-blocks bridging which gives rise to shear moduleand as such, the βslow process need not to be present insome materials, at the point of formation of glassystate. The characteristic vibration frequencies of lineardomains localized outside the non-linear areas providethe source for discrete characteristic time spectra. Theexperimental data supporting the double character ofvibration and double values for amplitude sizes havebeen recently brought forward by Medick et al. [46]and by previous work of Rossler et al. [68–70].
 Appendix A: Differential displacements ofparticles in block ruled by wave equation
 The solution of Eqs (10, 11) in the form of Eqs (13–15) hasmany interesting features, and some of them should be men-tioned. The first interesting feature seems to be the fact thatEqs (10–12), relating the individual bottom well displacements∆r0,n for many (n) particles do not have to depend on the actualbottom wells positions of r0,n of interconnected particles. As aspecial solution, Eqs (10–12) can represent the wave equationfor vibration modes of elastic rod, or the motion of spring with
 the equally distributed masses mn per lengthl=(N +1)α=(N +1)δx… where α is a distance between subse-quently connected masses mn–1=mn= =mn+1=mδx… etc.
 Except for the variability of shape of irregular block, theelastic rod seems to be the geometrically nearest object resem-bling the block structure. If choosing the following substitu-tion in Eqs (10–12) for the ke=Te/α; ρ dx=mn where ρ is a bar(spring) density, then Eqs (12–14) take the form of wave equa-tion for F ext=0.
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 The connection of difference equation to the wave equa-tion opens further possibilities connected to elasticity andfracture theories.
 Appendix B: Solution of difference equationin form of Eqs (12)
 The solution of Eqs (12) can be searched in form:∆r ej x0 ∝ ( )ωt – k
 where k is a wave vector.
 kT
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 ρ ωe
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 In discrete form for the nth particle we get:∆r A e A ej j
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 Substituting these expressions into Eq. (14) provides:
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 Substituting from boundary conditions, i.e. that the os-cillators ‘out of sample’ with index n=0 and index n=N+1 canbe associated with zero amplitudes An=0, we get the conve-nient substitution:
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 ABSTRACT: The earlier suggested definition, ‘‘a solid is acondensed phase at a temperature below its glass transi-tion,’’ has developed into the key to the understanding ofmacromolecular materials. Its importance and implicationsfor the understanding of not only polymers but all materialsare reviewed in this article. A macromolecular sample canbe a system consisting of a single amorphous phase or be amolecularly coupled multiphase system of different degreesof order and metastability in its subsystems. It is well knownthat liquid crystals, plastic crystals, and conformationallydisordered crystals are still ordered above the glass transi-tion, but recently even the monoclinic crystals of poly (oxy-ethylene) have been shown to have an additional glass transi-tion below the melting temperature. This supports the infer-ence that in the delineation of the solid state, the glasstransitions take preference to melting transitions. The maintools for recognizing the different equilibrium and nonequili-brium phases are differential scanning calorimetry and tem-
 perature-modulated differential scanning calorimetry. Suchcalorimetry yields quantitative heat capacities to be inter-preted in terms of molecular motion and latent heats. Sepa-rated into reversible and irreversible contributions, the en-tropy changes connected to ordering and disordering can beevaluated. The value of the recognition of phase transitionslies in the fact that materials must be pliable for being manu-factured into a final shape but often need high modulus andstrength in their applications. Near the glass transition, form-ing is easy, whereas below the glass-transition temperature, ahigh modulus is reached for properly oriented polymer mol-ecules. By the identification of the glass transitions of materi-als with different states of order, a better understanding ofthe solid state of soft materials is reached. 2007 Wiley Peri-odicals, Inc.* J Appl Polym Sci 105: 49–59, 2007
 Key words: calorimetry; crystallization; glass transition;thermal properties
 INTRODUCTION
 Macroscopic and microscopic description of materials
 The macroscopic picture of materials is based on ascale commensurate with the human senses. Its scien-tific base developed over the last 200 years on experi-mental knowledge, mainly gained from substances ofsimple, small molecules. The early quantitative experi-ments consisted of gravimetry, dilatometry, calorime-try, and mechanical analyses, the core techniques ofthermal analysis.1 The first major theoretical tool wasequilibrium thermodynamics, which reached its finalform and central place in applications early in the 20thcentury. By now, its link to the thermodynamics of ir-
 reversible processes is also well established2 and willbe of importance in this review of the interplaybetween the glass transition, melting transition, andsolidity of ordered materials.
 With the increasing understanding of macromole-cules during the 20th century, the systems of interestwere increasingly removed from equilibrium, andthermodynamics fell into disuse in favor of concen-trating on the newly emerging microscopic under-standing of molecular structure and motion. Althoughthe microscopic structural model of materials couldeasily be bridged to their macroscopic appearance, thelink of the microscopic molecular motion to the ther-mal properties caused difficulties, particularly in thefield of macromolecules. Although the structuremodel involves a factor of 103 in the translation of themolecular sizes in the nanometer scale to the lowerlimit of the macroscopically recognizable micrometer,a factor of 109 is needed to go from the timescale ofatomic motion in picosecond or faster ranges to thehumanly recognizable milliseconds. To understandthe macroscopic thermal and mechanical response ofa material is thus much more difficult, and the realiza-tion of the connection is the goal of 21st century ther-mal analysis.3 To fully judge a material, it is necessaryto know both the structure and thermal properties, asillustrated in this article.
 This article is dedicated to the memory of Professor Mar-ian Kryszewski.
 This article has been authored by a contractor of theU.S. Government under contract number DOE-AC05-00OR22725. Accordingly, the U.S. Government retains anonexclusive, royalty-free license to publish or reproducethe published form of this contribution, or allow others todo so, for U.S. Government purposes.Correspondence to: B.Wunderlich ([email protected]).
 Journal of Applied Polymer Science, Vol. 105, 49–59 (2007)VVC 2007 Wiley Periodicals, Inc. *This article is a US Govern-ment work and, as such, is in the public domain in theUnited States of America.
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Phase structure of polymeric materials
 The common semicrystalline polymers have a multi-phase structure with boundaries that are frequentlycrossed by the macromolecules. A phase, as com-monly assumed, consists of a homogeneous, macro-scopic volume of matter separated by well-definedsurfaces of negligible influence on the overall phaseproperties.1 Domains in a sample that differ in thecomposition or physical state are considered differentphases. When the size of a macroscopic phase isdecreased to a microphase, for example, in colloids,the surface becomes nonnegligible. Further decreasesin the size to nanophases yields properties that are dif-ferent from those of the bulk phase in many aspects.4
 Finally, when atomic dimensions are reached, thephase concept has no value because of the loss ofhomogeneity.
 In case a phase is not in equilibrium, the concepts ofirreversible thermodynamics must be followed for thedescription of the sample.2 In semicrystalline poly-mers, the different phases are to be considered sub-systems of an overall system that is always far fromequilibrium. The macromolecules are sufficiently longto participate in more than one of these subsystems andwill decouple at the interface while still transferringstress to affect the properties of the adjacent phases.
 A summary of possible phases was developed some25 years ago.5 In its development, both the molecularstructure and mobility were considered. A schematicrepresentation is reproduced in Figure 1. The fourclassical phases are gas, liquid, crystal, and glass. Thegas is the only dilute phase. Its structure and molecu-lar motion are well described by the ideal gas law.1
 All other phases in Figure 1 are condensed phases,
 with their molecules in direct contact and theirmotions variously restricted. Intermediate in orderbetween the liquid and crystal are the mesophases,which retain some of the large-amplitude motion ofthe liquid. Liquid crystals (LCs) are positionallylargely disordered, but they have a small amount oforientational order in one or two directions of space.Plastic crystals, in contrast, have full positional order,usually described by a cubic or hexagonal lattice, butare orientationally mobile; that is, their close-to-spher-ical molecules rotate. Conformationally disordered(condis) crystals display internal rotations about spe-cific covalent bonds but are otherwise orientational-ly and positionally ordered.6 Note that all thesemesophases show large-amplitude motion in addi-tion to the always present small-amplitude, vibrationalmotion.
 Typical thermodynamic parameters describing thedifferences between the phases are listed in Figure 1near the lines indicating the glass and first-order tran-sitions. The values are derived from the AdvanceThermal Analysis System (ATHAS) Data Bank.7 Forpolymers, the conformational disorder is most promi-nent. The number of mobile units (n), also called thenumber of mobile beads, allows estimates of both thechange in the heat capacity at the glass transition andthe entropy of disordering on melting. It is shown inthis article that the change in the heat capacity duringfirst-order transitions is the macroscopic indicator ofthe change in the large-amplitude motion and plays amajor role in understanding the mechanical propertiesand the proper interpretation of thermal analyses.
 Link of the heat capacity to the molecular motionand thermodynamic functions
 The three integral thermodynamic functions are theenthalpy (H), entropy (S), and free enthalpy (G), andthey are evaluated from calorimetric measurements ofthe heat capacity (Cp) and latent heat. At a low temper-ature, adiabatic calorimetry is used, and at higher tem-peratures, differential scanning calorimetry (DSC) isused. The latent heats, which for polymers often can-not be measured under equilibrium conditions, mustbe separated from the thermal effects due to the heatcapacity for evaluation (baseline method).1 Finally,modulated-temperature differential scanning calorim-etry (TMDSC) has been developed over the last 15years. It involves the superposition of a small, periodictemperature change on the temperature profile of themeasurement. By the deconvolution of the total andreversing responses to the modulation, it is possible toevaluate the reversibility of the system and to com-pute irreversible processes and reversible changeswithin the phase structures.1 With TMDSC, a directmeasurement is possible to identify arrested equili-bria, which are common in linear macromolecules.8
 Figure 1 Schematic of the types of phases and possibletransitions between the phases. The trends in the propertiesand the changes in the heat capacity at the glass transitionand entropy contributions to the changes in the disorder arealso listed. The shaded boxes represent the classical phases.[Color figure can be viewed in the online issue, which isavailable at www.interscience.wiley.com.]
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The link of the experimental heat capacity of poly-ethylene to an appropriate vibrational spectrum froma normal mode analysis9 is illustrated in Figure 2. Thelow-temperature heat capacity is fitted to one- andthree-dimensional Debye functions10 to model theskeletal vibrations.11,12 The result is an approximationof the lower group of frequencies, representing theintermolecular vibrations, and a group resultingmainly from the torsional and transverse backbonemodes of vibration. The group vibrations at distinctlyhigher frequencies are then approximated by Einsteinfunctions13 and box distributions.12 The curve for thetotal Cp includes the conversion from the heat capacityat a constant volume to a constant pressure and repre-sents the vibrational contribution to the heat capacity.It can be used as a baseline to observe the beginninglarge-amplitude motion, which consists in macromo-lecules mainly of conformational motion, whereassmall molecules may exhibit mainly translationalmotion and rotations of the whole molecule. Note thatCp, and with it H, are rather insensitive to equilibrium.Above 50 K, the crystals and glass have close to thesame heat capacity. Below 50 K, the glass has a higherheat capacity because of its lower acoustic vibrationfrequencies, but the absolute value of Cp in this tem-perature range is so low that H is little affected by thisdifference. The structure of the supercooled liquidgets arrested at the glass transition while changing toa solid. Microscopically, the large-amplitude motionstops, and its kinetic and potential energy contribu-tions change to those of the corresponding vibrations.For polymers, these are the corresponding torsionalvibrations. The external contribution to Cp, calculatedfrom expansivity and compressibility, changes fromthe larger value of the liquid to the smaller one of the
 solid. For polyethylene, all these quantities are suffi-ciently well known from the measurement of the ther-mal parameters and calculation of the molecularmotion to evaluate even the equilibrium-related quan-tities S and G down to the absolute zero of tempera-ture. This can be done not only for the equilibriumcrystal but also for the glass and the supercooled liq-uid (assuming that for the supercooled liquid thearrest of equilibrium can be avoided to 0 K).14 The en-tropy of the crystals at 0 K is 0 J K1 mol1, set by thethird law. The glass has an experimental value ofþ2.59 J K1 mol1. The supercooled liquid is extrapo-lated to þ0.41 J K1 mol1. As expected, there is no in-dication of the Kauzmann paradox15 (an unreasonablenegative entropy). The respective values for G are Ho
 o,Ho
 o þ 2.5 kJ/mol, and Hoo þ 2.1 kJ/mol, where Ho
 o isthe enthalpy of the crystal at 0 K. For comparison, theheat of fusion is 4.11 kJ/mol at the equilibrium melt-ing temperature of 414.6 K.
 A more detailed view of the complete set of motionswithin a crystallized macromolecule can be obtainedfrom molecular dynamics simulation by a supercom-puter, as summarized in Figure 3.16 Besides the fastvibrational motion, represented by the displacementsnoticeable at A, B, and C, there is a slower defect gen-eration in the form of gauche conformations withinthe crystals. The time interval presented in Figure 3shows the change from a polyethylene chain placed inan ideal relationship to the crystal lattice at time zerothrough the random generation of the three modes ofvibration by the addition of the proper amount ofkinetic energy to reach 320 K. In the later stages, thefigure represents the process of a phonon collision,
 Figure 2 Experimental and calculated heat capacity contri-butions for polyethylene. The upper curve shows a plot ofthe vibrational densities of state.9 The equilibrium meltingtemperature is 414.6 K, and the entropy of fusion is 10.5 JK1 mol1.7 [Color figure can be viewed in the online issue,which is available at www.interscience.wiley.com.]
 Figure 3 Supercomputer simulation of a chain end inside apolyethylene crystal as a function of time: (A) transversevibration, (B) torsional vibration, and (C) longitudinal vibra-tion. The collision of the three phonons is marked by theshaded area. The kink defect 2gt consists of a gauche-trans-gauche sequence and has an average lifetime of the order ofmagnitude of 1 ps.16 [Color figure can be viewed in theonline issue, which is available at www.interscience.wiley.com.]
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which generates an isolated defect of higher potentialenergy, consisting of two gauche conformations andone trans conformation (2g1). This defect consists of a1808 rotation of the chain, as can be seen at the bottomof the drawing, in which the final bond points to theright instead of to the left as in the earlier stages of themodulation.
 The average number of gauche conformations as afunction of time is given in Figure 4. It is generated bysimulations similar to those in Figure 3 and comparedwith experiments of infrared analyses with paraf-fins.16–18 In Figure 5, the heat capacity effect of suchdefects is demonstrated for the case of glassy and crys-talline polyethylene. The large-amplitude motion inthe defect formation and collapse is contained locallyand in polyethylene does not cause a change into aphase of a different structure. The glass transition andmelting transition, which require cooperative defectformation, occur at a distinctly higher temperature.The sequence of Figures 2–5 illustrates the link of themacroscopic Cp to its molecular motion, a link thatalso is at the root of the differences between the phasesin Figure 1 and the definition of solids and liquids tobe discussed.
 DEFINITION OF SOLIDS AND LIQUIDS
 Concentrating on the condensed phases in Figure 1,one can see that it is not easy to find a sharp delinea-tion of liquid and solid phases. In fact, there has neverbeen a satisfying scientific definition of the word solidbased on structure alone. The dictionary definition ofthe noun solid19 goes back to the 15th century, and itsmodern wording is as follows: ‘‘a substance that doesnot flow perceptibly under moderate stress, has a defi-nite capacity for resisting forces (as compression ortension) which tend to deform it, and under ordinary
 conditions retains a definite size and shape.’’ Thisstatement of common experience is not suitable as anoperational definition of the type proposed by Bridg-man.20 In an operational definition, a precise opera-tion (experiment) is to be specified to answer the ques-tion about the subject to be defined. In the dictionarydefinition, there are no quantitative limits given tomake it scientifically acceptable for the terms: im-perceptible flow, moderate stress, definite capacity forresistance, forces that tend to deform, and definiteshape.
 For a long time, it was assumed that only crystalsare true solids. Even at present, glasses are sometimescalled supercooled liquids, despite their easily provenhardness. In fact, there are a number of mechanicalproperties that have in the past been used to charac-terize the glass-transition temperature (Tg): at Tg, theviscosity of polymers commonly reaches about 1013 P(which equals 1 TPa s); the polymers reach the brittlepoint for fracture at Tg; and above Tg, threads can bepulled from a viscous liquid (thread-pull tempera-ture). Crystals at the melting temperature (Tm), in con-trast, vary widely in their mechanical properties.Some crystals are much softer than glasses and flowon the application of lower stresses. Just considerperfluorocyclohexane, a perfect, face-centered cubic(FCC) crystal. It cannot hold its shape, but it flows.21
 The trigonal polytetrafluoroethylene crystals increasein shear viscosity with temperature, and on disorder-ing, given a high enough molar mass, the melt has aneven higher shear viscosity.22 Checking the behaviorof the condensed phases in Figure 1, we find that thesolidity increases from liquid to mesophases to crys-tals, but a specific boundary cannot easily be identi-fied with the degree of order. This also can be docu-mented by the glasses of the mesophases, which areplaced at the top of the diagram between the classicalcrystal and the classical (amorphous) glass. All meso-phases become solid on vitrification without changingtheir structure.
 Figure 4 Experimental gauche concentrations in paraffinsand concentrations calculated by supercomputer simulation,both as a function of the temperature, as presented ear-lier.16–18 [Color figure can be viewed in the online issue,which is available at www.interscience.wiley.com.]
 Figure 5 Cp contribution of gauche defects at temperaturesbelow Tg and below Tm of the crystals (cf. Fig. 2).1 [Color fig-ure can be viewed in the online issue, which is available atwww.interscience.wiley.com.]
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For glasses, there is little problem with using Tg asthe operational definition to distinguish a solid from aliquid. Indeed, the mechanical properties change atTg, from those of a hard and usually brittle solid toliquid-like properties, as pointed out previously. Oncooling through the glass transition, the structure ofthe material does not change, but the cooperative,large-amplitude molecular motion stops, causing achange in Cp, which for flexible molecules usually is adecrease. When measured by the heat capacity at aspecified cooling rate, the glass transition is defined atthe point of half-vitrification. Such an experiment isshown in Figure 6.
 As listed in Figure 1, the change in Cp at Tg is similarfor flexible molecules when they are approximated asstrings of beads. The dependence of Tg on the time-scale of the operation and its irreversible nature is bynow well understood, although a definitive theorywith a simple mathematical description has yet to befound.1,23 For a full discussion of the glass transition,it is necessary to consider all seven listed parametersand to remember its kinetic origin. For example, theglass-transition range from T1 to T2 may be as little as5–10 K for homopolymers, but it increases as much as10-fold or more in phases with interfaces across whichstress is transferred, as by the partially decoupled tiemolecules. The change in Tg by a change in the fre-quency of measurement by 1 decade is similarly 5–10K, increasing with increasing frequency. This wouldlower Tg measured in the timescale of 1 h by 30–60 Kwhen we wait 1 century. The question to be addressednow is whether this definition can be expanded to allsolids, as implied by the boxed text in Figure 6.
 In a heating experiment with crystalline materials, oneis tempted to separate the solid state from the liquid stateby the melting transition. A melting transition is usuallytreated as an equilibrium, first-order transition,24 whichis characterized by a change in the slope of G; that is, it
 shows a change in the entropy in the macroscopic, ther-modynamic description, and microscopically, there is anincrease in disorder. The change in the slope of G at theequilibrium transition temperature is equal to a latentheat divided by the temperature, with the latent heatbeing measurable by thermal analysis. Figure 7 displaysa typical melting experiment by DSC. As in Figure 6,care must be taken that the common instrument lags ofthe DSC instrument are properly eliminated by calibra-tion. For sharp-melting, one-component equilibriumcrystals, the extrapolation of the peak temperature to thebaseline of the solid heat capacity eliminates the instru-ment lag and gives a good measure of Tm. The markedpeak area is the latent heat and must be obtained fromthe integral of the heat flow rate over a properly cor-rected baseline.1
 If the melting covers a broader temperature range(>1 K), the peak temperature (corrected for the instru-ment lag) is a measure for the temperature of the max-imum rate of melting (at the given heating rate), andthe equilibrium melting temperature is not availablefrom the extrapolation to the baseline of the solid heatcapacity but must be evaluated by separate experi-ments and, if needed, by extrapolation. In such casesof broad melting ranges, common for macromole-cules, one can usually design the experiment such thatthe heating rate remains constant throughout the melt-ing. Then, the curve in Figure 7 can be treated as anapparent heat capacity, which gives the latent heat onsubtraction of the indicated baseline of the properlyapportioned heat capacities of the solid and liquid.With care, the necessary extrapolations of the latentheat with the temperature and crystallinity to theequilibrium melting temperature still yield goodapproximations of the entropy changes. For full char-acterization of such a broad melting peak, all seven
 Figure 6 Schematic of the glass transition analyzed on cool-ing and its defining parameters.1 [Color figure can beviewed in the online issue, which is available at www.interscience.wiley.com.]
 Figure 7 Schematic of the melting transition analyzed onheating and its defining parameters.1 [Color figure can beviewed in the online issue, which is available at www.interscience.wiley.com.]
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characteristic parameters in Figure 7 should be speci-fied, and for very broad melting ranges (>10 K), thechanges in the involved functions of H and Cp withthe temperature must be considered.
 The ordering on cooling through first-order transi-tions is frequently connected to an increase in thepacking fraction of the constituent molecules, which,in turn, can increase Tg. If this increase in Tg reachesTm of the crystal, the disordering and transition to thesolid state occur simultaneously, as was assumed inthe drawing of Figure 7. In fact, this often observedcase is at the root of the confusion of the definition ofsolids. Melting transitions may consist of both a disor-dering and a glass transition, and the kinetics of theglass transition is then determined by the melting rate.The heat capacity changes from the level of the Cp ofthe solid to that of the liquid, as is also shown in Fig-ure 6 for a glass transition. The disordering transitionsof mesophases usually change the heat capacities onlya little, as can be seen in Figure 10(A,B) (shown later).
 Their glass transition is at a much lower temperaturethan the disordering transition.
 With modern TMDSC, the thermodynamic heatcapacity can be separated from the latent heat effects.For nonequilibrium transitions, there is no responsefrom the latent heat to the reversing temperature.25
 Any interfering slow changes in the crystalline ordercan be avoided with quasi-isothermal measurementsin which the sample is modulated about a constantbase temperature until it has reached a steady state orequilibrium.26 Any remaining reversible orderingtransition also can be eliminated by an increase in themodulation frequency so that the phase transitioncontributes negligibly to the calorimeter response.27
 Many examples of such TMDSC experiments havebeen reviewed and have contributed to a better under-standing of the overlapping of glass and orderingtransitions.28 Next, a number of sample thermal analy-ses will be reviewed to illustrate the importance of theseparate discussion of glass and melting transitions.
 Figure 8 Melting of POE documenting a glass transition of the crystals below Tm:29,30 (A) standard DSC and quasi-isothermal
 TMDSC of extended-chain crystals of POE with a molar mass fraction of about 5000 Da; (B) enlargement of the TMDSC of the samesample shown in part A, illustrating a high Cp; (C) the same sample shown in part B, but with an 8000-Da fraction and mainly aonce folded morphology; and (D) separation of the thermodynamic Cp and reversible melting for high-molar-mass POE, showingthe melting and glass transitions calculated for 100% crystallinity. The crystallinity of the 200,00- and 900,000-Da samples was 70and 67%, respectively. [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]
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EXAMPLES OF GLASS ANDORDERINGTRANSITIONS
 Poly(oxyethylene) (POE): example of a crystal with aglass transition
 POE, summarized in Figure 8, is next to polyethylenethe most studied linear macromolecule. Figure 8(A)illustrates the apparent heat capacity of a crystalline,low-molar-mass POE, which was determined bystandard DSC and quasi-isothermal TMDSC.29 At thechosen magnification, the melting of the POE crystalsseems fully irreversible, as expected for macromole-cules. The melting peak appears only in the standardDSC. The quasi-isothermal TMDSC shows only theresponse due to the heat capacity. In the quasi-isother-mal TMDSC, the melting is observed during the initialraising of the base temperature when the experimentis started. Data are collected usually after 10 min ofmodulation. By then, all irreversible melting and pos-sible recrystallization or annealing have ceased. Thelatent heat contribution to the apparent heat capacityof standard DSC, however, is rather large, so that amuch expanded scale for TMDSC, as shown in Figure8(B), is needed to see the change in Cp in the meltingrange. Surprisingly, the measured reversible heatcapacity is larger than the calculated vibrational con-tribution, as evaluated for polyethylene in Figure 3. Infact, it approaches the level of the liquid before themajor irreversible melting starts. This behaviorappears to signal a broad glass transition.
 A more detailed look was taken at a larger numberof POE fractions and whole samples with molarmasses up to 900,000 Da.30 Figure 8(C) shows that at amolar mass of 8000, at which crystals are mainlyfolded sharply once but the crystallinity is still veryhigh, the reversing latent heat is small and mainly dueto a slow reorganization to better crystals. After morethan 10 h of quasi-isothermal experimentation, the re-versible Cp is close to that of the liquid. This high heatcapacity is much more than expected from the crystalalready melted, as indicated by the calculated vibra-tional baseline marked in the figure. Even the defectcontributions in the crystals, as seen for the equallymobile polyethylene in Figure 5, are not able toexplain the liquid-like Cp before significant melting.
 At a higher molar mass, POE changes to a typicalsemicrystalline polymer and shows increasing smallamounts of reversible melting, as seen for many mac-romolecules.28 Figure 8(D) displays the apparent,reversible Cp after correction to 100% crystallinity.30
 Clearly there is a Tg at 324 K, preceding the end ofmelting by almost 20 K. Separate X-ray data onthe same samples indicated no change in the crystalstructure before melting and no significant change inthe size of the coherently scattering crystal domainsbut a distinct break in the expansivity of the unit cellvolume at the glass transition,31 as is normally seen in
 the expansivity from a solid to a liquid.1 This behavioris that of a glass transition of a crystal. Additionalglass-transition-like behavior of POE crystals is thechange of its Tg with the molar mass, as seen from acomparison of Figure 8(D) and Figure 8(B), in whichthe Tg of POE5000 seems to be 270 K. This compareswith the Tg of fully amorphous POE of 206 K.7
 Effect of crystals on the glass transition ofneighboring noncrystalline phases
 Because even within the confines of a crystal it may bepossible to show a glass transition, the couplingbetween crystals and the surrounding phases in semi-crystalline polymers needs to be investigated. Inparticular, because the amorphous and crystallinephases approach nanophase sizes, their properties areexpected to change from the bulk properties.1 Figure9(A) illustrates the calorimetry of the phase transitionsin melt-crystallized poly(butylene terephthalate)(PBT).32 The initial glass transition at 314 K coversonly 42.4% of the sample. With a crystallinity of36.3%, this leaves 21.3% of the noncrystalline materialunaccounted for. This part of the sample is considereda rigid–amorphous fraction (RAF)33 and has beenlinked to the stress transmitted across the crystal-to-amorphous interface. From the analysis of the thermo-dynamic Cp calculated as in Figure 2 for polyethylene,one can judge the glass transition of the RAF to occurbetween 360 and 400 K at a Tg of 375 K. The typicalequation for the evaluation of Cp from crystallinity,and vice versa, is listed in the figure and can naturallyonly be used down to 400 K, the upper limit of the Tg
 of the RAF. In accord with this interpretation, a moreprecise latent heat can be calculated from the DSCtrace, and the reversing melting can be calculatedfrom the quasi-isothermal TMDSC. Below 360 K, thethermal characterization requires us to consider theRAF as a second solid phase that is present in additionto the crystals. Its higher glass transition justifies thisidentification as a new nanophase.4 Below about 300 K,the mobile–amorphous phase also is solid.
 This three-phase structure is also expected to applyto quenched samples of PBT of only about 10% crys-tallinity, as shown in Figure 9(B) and its insert. In thissample, irreversible cold crystallization on heatingstarts in the glass-transition region of the mobile–amorphous fraction, and the glass transition of theRAF produced on cold crystallization overlaps the be-ginning of melting. This sample can be analyzed onlywith the apparent heat capacity, as measured by DSCand TMDSC and written at the top of Figure 9(B) withseparate input about the changes in the Cp of the twoamorphous phases in their glass-transition regions.The analysis in the presence of RAF is a major compli-cation from the simpler case illustrated in Figure 7.
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Only with an understanding of the solid and liquidstates with their structure and the molecular motion isone able to design optimum materials.
 Although PBT is an example for a semicrystallinematerial with a Tg of the RAF below Tm, polyethyleneis an example that shows only a broadening of theglass transition of the mobile–amorphous fraction andno separate transition of a rigid–amorphous phase.Although calorimetry cannot identify a separate thirdphase with a distinct glass transition, electron micros-copy could identify an interface between the crystal-line and amorphous phases with limited mobility,34 asone would expect because of the stress transfer acrossthe crystal surface. Also, an analysis of the highlystretched, gel-spun polyethylene fibers shows a mo-bile crystalline phase with a contribution to the latentheat on melting of the overall structure, but it also con-tributes prominently to the broadened glass transi-tion.35
 In Figure 9(C,D), the behavior of poly(oxy-2,6-di-methyl-1,4-phenylene) (PPO) is presented. In this caseof stiffer polymer chains, Tg of the RAF is moved
 beyond Tm. The center graph of Figure 8(C) illustratesthat there is no glass transition at all below the meltingpeak of an approximately 30% crystalline PPO.36 Onannealing below Tm, however, the sample develops aglass transition but also reduces its crystallinity, asseen in the two sets of annealing experiments, one at496 K and the other at 502 K, both below the majormelting peak in the center. The solution of this riddleof how melting could occur below Tm is given in Fig-ure 9(D), in which TMDSC is added to the analysis.37
 At first, there is no reversible melting in the semicrys-talline polymer (filled circles). Second, the quenchedamorphous polymer has a lower Tg than the observedTm. Third, the quasi-isothermal data of the semicrys-talline PPO show a Tg that is also below the Tm seenwith standard DSC but, upon the measurement of thecrystallinity, decreases in parallel with an increase inthe melted PPO. This means that the melting is gov-erned by the kinetics of the glass transition of theRAF. The glassy RAF phase hinders the melting of thecrystals until it reaches enough mobility for the giventimescale of the experiment. Without being coupled to
 Figure 9 Analysis by DSC and TMDSC of the transitions in (A,B) PBT, with a glass transition of the RAF below the meltingtransition,32 and (B) PPO, with a glass transition of the RAF above the melting transition.36,37 [Color figure can be viewed inthe online issue, which is available at www.interscience.wiley.com.]
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the enclosing, glassy RAF, the PPO crystals wouldmelt below 500 K at a much faster rate and probablyalso show some reversible melting. This exampleshows that it is possible to change not only the kineticsof the glass transition on crystallization or melting butalso the kinetics of melting on devitrification of theglass. All these observations can now be easilyexplained by the realization of the interplay betweenglass and melting transitions.
 Glass transitions of mesophases
 The separations of ordering and glass transitions,which has been discovered only recently for crystals,is common for mesophases.5 On cooling from the liq-uid, one finds one or more first-order transitions thatproduce increasing perfection of the molecular pack-ing. The large-amplitude motion, characteristic for the
 mesophases, freezes at a separate glass transition at alower temperature whenever further ordering to acrystal is not possible or sufficiently slow. Figure10(A) illustrates the transitions in the small moleculeN,N0-bis(4-n-octyloxybenzal)-1,4-phenylenediamine(OOBPD).38 On cooling, at first, a nematic LC appears.This ordering transition is fully reversible when stud-ied by TMDSC. The structure of the nematic phase hasonly a minor amount of one-dimensional, orienta-tional order, allowing almost free translational, liquid-like motion. On further cooling, several smectic LCswith some two-dimensional order result before theK1–K3 phases are formed. The K phases were origi-nally thought to be crystalline, but it was morerecently proven that in these phases many of the par-affinic CC bonds are free to undergo conforma-tional, large-amplitude motion; that is, they are condiscrystals.6 After the formation of K3, sufficient large-amplitude motion is still possible to yield a Cp that is
 Figure 10 Standard DSC of mesophase samples: (A) the transitions of the LCs and condis crystals of OOBPD38 (the vibra-tional heat capacity of the solid is reached only below the glass transition of the condis crystal; note also the change in theorder outside the transition peaks in the nematic LC phase); (B) the transitions of BMAB, a small-molecule LC with an order-ing transition;39 (C) the three glass transitions of MBPE-9;40 and (D) the thermal analysis of liquid-crystalline DDA-12 withpartial condis crystallinity.41 [Color figure can be viewed in the online issue, which is available at www.interscience.wiley.com.]
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close to that of the liquid. Only further lowering of thetemperature results in a solid CD glass, as indicated inFigure 10(A). The appearance of the glass transition isquite similar to that of POE in Figure 8(D).
 Figure 10(B) illustrates the glass transition of an-other LC-forming small molecule, p-butyl-p0-methox-yazoxybenzene (BMAB).39 This LC can be quenchedto a liquid-crystalline, solid glass (see the LC glass inFig. 1). Its crystallization is sufficiently slow that onquenching only about 20% of the crystals grow beforeLC glass formation stops the large-amplitude molecu-lar motion necessary for crystallization. On heating,the glass transition produces the metastable, super-cooled LC at Tg. On further heating, the liquid-crystal-line phase becomes unstable and cold-crystallizes atthe crystallization temperature (Tc) to a crystallinesolid, which then, at the disordering transition tem-perature (Td), changes to the stable liquid-crystallinephase, which has a final disordering transition to theisotropic liquid at the isotropization temperature (Ti).Note that the three close-to-liquid phases at about 220,340, and 370 K have a higher linear heat-flow-ratebaseline than the two solid phases at 190 and 280 K.Also, the crystallization and melting peaks are muchlarger than the isotropization peak, as expected fromthe small amount of order present in an LC.
 The next two examples are of linear, flexible macro-molecules. Figure 10(C) presents the DSC analysis ofcondis crystals of poly[oxy(3-methyl-1,4-phenylene)-ethylene-1,4-phenyleneoxynonamethylene] (MBPE-9),40 which is to be compared with the small moleculeOOBPD in Figure 10(A). Below the order–disordertransition of the condis crystalline phase, it has a tran-sition range showing overlapping glass transitions for43% condis crystals, 17% rigid–amorphous phase, and40% mobile–amorphous phase. In Figure 10(D), liquid-crystalline poly(oxy-2,20-dimethylazoxybenzene-4,40-dioxydodecanoyl) (DDA-12)41 illustrates a behaviorsimilar to that of the small molecule BMAB. The onlydifference is the lower heat of ordering and disorder-ing, which is the result of only partial crystallinity inthe semicrystalline polymer. The entropy of isotrop-ization of the polymer, in turn, is larger for the poly-meric LC, suggesting the effect of the need to parallel-ize the continuing polymer chains.
 CONCLUSIONS
 A review of the macroscopic, thermodynamic descrip-tions of all types of phases is given in Figure 1, includ-ing equilibrium and nonequilibrium phases. At thetop, the figure summarizes five phases that are solidsof increasing degrees of order from the amorphousglass to the crystal. The next four phases are increas-ingly liquid and also increasingly more disordered.Finally, the bottom phase is a dilute phase, a gas. Acomplete description of these phases and their dif-
 ferent properties must make use of the molecularstructure and motion. The link of the microscopicdescription to the thermodynamics is given by the en-tropy, which specifies the degree of disorder, and theheat capacity, which is governed by the molecularmotion. Although in the solid state vibrational motionis dominant, the increasing liquidity is caused by co-operative, large-amplitude motions seen as transla-tion, rotation, and conformational, internal rotation.Their connection to the heat capacity is illustrated inFigures 2–5. The types of thermal transition betweenthe phases, which may be in equilibrium or arrestedon cooling, are shown in Figures 6 and 7. The moresubtle glass transition is linked to the freezing andunfreezing of the cooperative large-amplitude motionand can be used in an operational definition of thesolid state. The first-order transitions, which are oftencloser to equilibrium, are linked to ordering and disor-dering and can be used to determine the entropy ei-ther directly or by extrapolation. Figures 8–10 illus-trate the interrelationships between the two types oftransitions. The glass transition can occur independ-ently and links then phases of identical entropy(order), it can overlap or occur simultaneously withfirst-order transitions, and it can also be influenced byinteractions across the phase boundaries. In all cases,the glass transition is the key to identify the solidbelow Tg. The prior assumption that the much moreconspicuous crystal-to-melt, first-order transition alsodefines the solid state is not a tenable operational defi-nition. Only if a glass transition occurs simultaneouslywith the first-order transition is it also a solid–liquidtransition.
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 MUTUAL INTERDEPENDENCE OF PARTITIONSFUNCTIONS IN Tg VICINITY. Part 2
 *
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 Abstract
 The solidliquid transition is described by use of the model incorporating the non-linear interactiveoscillators. The individual non-linear oscillators are formed from the mechanical units of about themonomer size and produce the vibrations on the lower amplitude level, for the solid phase, either inamorphous or in crystal-like form. As the temperature starts to overpass the Vogels temperature, thevibrations of individual units are big enough to cause the permanent displacements of the individualvibrating particles; the material starts to flow and the process of diffusion begins as well.
 As the temperature is passing through Tg vicinity, the large mechanical heterogeneitys start toappear as the small percentage of oscillators enlarge their amplitude of vibrations enormously andact as the local stress perturbations centers. These centers are responsible for the destruction of origi-nal matrixes and the sharp onset of fluidity and diffusion takes place. The upper amplitude of vibra-tion motion is the basic property of a liquid state. The whole system of vibrations in matrix is de-scribed by use of techniques of deterministic chaos theories. It is shown as well, how the mutualinterplay of the partition functions (vibration and cohesive), plays the important role in transitionfrom liquid to solid states.
 Keywords:
 The vibration structures in condensed state and quantitativedescription of vacancies creation
 The ensemble of on low amplitude vibrating particles can represent the glassy solidsas well as the crystal like materials. It is assumed that the individual vibrating parti-cles of about a monomer size [1] are localized in the non-linear potential valleys[24], where they perform the oscillations due to the energy of thermal motion:
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where U0 is the basic level of internal energy, ξ=rr0 is the deviation from the equilib-rium position and r0 is defined as half of the distance separating the bottoms of twopotential valleys. Only for solid state the bottom of r0 has a constant position.
 For the liquids r0 has to be subjected to diffusion movements. It is assumed, thatmany vibrations inside of potential valley take place before the diffusion jump occurs.
 Parameters f, g, c can be determined from the experiment based upon the valuesof specific heat cv or thermal expansion coefficient α. On micro-level these parame-ters f, g, c depend mainly on the distances of closest neighbors in vicinity of particlesconsidered.
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 It can be seen from Eqs (2) and (3) that the parameters f, g, c act selectively onthe levels of the thermal expansion coefficient α or on the level of specific heat cv [5].The shape and character of non-linear valley depends on the separation of particles, inclose vicinity of vibrating particle [24], however the solid state physics keeps thepositions of particles, for the majority of cases, constant as the temperature rises andno diffusion changing the mutual particles position is permitted. (See the calculationof specific heat presented by Debye [6], for example).
 The interactive non-linear system
 To treat the transition of solid into the liquid state, we place the non-linear potentialvalley into the equation of motion:
 mt
 UF
 δ ξδ
 δδξ
 2
 2+ = ext (4)
 where m is the mass of vibrating particle. Fext represents the interactions of given par-ticle with its vicinity and it will depend on level of vibrations, cohesive forces andmutual interactions of particles. The existence of acoustic waves of different wave-lengths, in sense of Debyes theory, will guarantee the real existence of Fext.
 In general Fext can be taken as a functional [7], of integrals over the moments Iph
 and coordinates Icf, which form the partition function Z:
 Fext=Ψ(Iph,Icf) (5)
 Both integrals Iph, Icf are defined in relation to partition function Z:
 Zh
 I I= 1
 2
 13( ) !π N ph cf
 N(6)
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and can be considered as mutually interdependent.Iph stands for the integral over the moments of particles (mv=p) in phase space:
 IK p
 k Tp p pph
 B
 1x 1y Nd d d= −
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 ... ...... z (7)
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 and Icf stands for:
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 u(rij) represents the cohesive energy of mutual interactions of particle (i) and particle(j) and rij stands for the particles distance. For the solids the changes of Icf are usuallynot considered because the individual vibrating units have constant positions in sam-ple under investigation. In other words, for solids the thermal motion of individualparticles is not strong enough to dislodge the individual vibrating units from their av-erage position.
 [In the following text we take as the solids the glasses under the Vogels temper-ature TV and the crystals under the melting point Tm. (The Vogels temperature forpolymers is about 52 K under Tg but for inorganic glasses this difference can be evenlarger)].
 The bottom of potential valley keeps in solids the constant position relatively toplacements of the particles in closest vicinity and all particles are forced to vibrateonly on the lower amplitudes, characteristic of non-linear oscillators. The thermal ex-pansion is considered to be connected usually only to homogeneous volumetric ex-pansion and differentially small shifts in frequencies, according to law of Gruneissen[8].
 For solids, the constants of f, g, c of Eq. (1), will depend on the average positionsof particles forming the system. This is not the case for the liquid state, where the mi-gration of particles or the switch to higher amplitudes (according to Figs 1 and 2, forminority of particles), are permitted.
 The positions for the vibrating particles for liquids will eventually change intime, as the migration of particles occur, due to the process of diffusion. The parame-ters f, g, c appearing in Eqs (1)(3) take the form:
 f f x t y t z t x t y t x t= 1 1 1 1 2 2[ ( ), ( ), ( ), ( ), ( ).......... ( ),n y t z t F T tn n ext( ), ( ).........., ( , )]
 g f x t y t z t x t y t x t= 2 1 1 1 2 2[ ( ), ( ), ( ), ( ), ( ).......... ( ),n y t z t F T tn n ext( ), ( ).........., ( , )] (11)
 c f x t y t z t x t y t x t= 3 1 1 1 2 2[ ( ), ( ), ( ), ( ), ( ).......... ( ),n y t z t F T tn n ext( ), ( ).........., ( , )]
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where f1, f2, f3 are symbols of functional dependence and T is temperature.The symbols x1, x2,..........zn are the average coordinates of vibrating units of par-
 ticles forming the system in vicinity of considered particle . For the solid state, and inlines of our model perception, we will assume that, for the low temperatures, the tem-perature dependent mutual interactive force Fext is not big enough to cause the changein average positions of coordinates, x1, x2..........zn and thus also the parameters f, g, cstay as constant. This can be assumed for the systems where all the forms of the diffu-sion are excluded. The non-existence of diffusion, forms the fundamental idea for cv
 perception according to Debye [6] valid for crystals, or for amorphous phase accord-ing to Tarasov [912] and Wunderlich [13].
 J. Therm. Anal. Cal., 67, 2002
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 Fig. 1 A schematic picture of vacancy creation in liquid structure. The central particleis able to spatially displace the particles in its own vicinity and substantially en-large vibration amplitude. The agitated spot will give a rise to entropy changeS=kBlnWsemievap according to Eq. (14)
 Fig. 2 A schematic view of amplitude rise, for strongly damped non-linear oscillator(curve II) as a function of temperature. The Tg area is characterized by very highviscosity and the amplitude enlargements will proceed according to Eqs (4) and(11) very slowly. Curve I shows the first order transition, such as Tm or Tb
 boilingp oints. The analogical, sudden amplitude enlargement and creation orannihilation of semi-evaporated spots in sense of Fig. 1 will proceed in liquidstate
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As temperature rises, the integral Iph will increase and the average positions ofparticles in space x1, y1,..........xj, yj, zj,..........xp, yp, zp,..........zn start to be function oftime x1(t),y2(t)... etc. and the diffusion process starts to develop. The diffusion processcan act selectively with temperature increase, affecting at low temperature somegroups xj(t), yj(t), zj(t) only, then at higher temperature, other groups of particles canbe involved as time dependent variable as well. The integral Iph will cause, as the tem-perature is risen, the changes in structural arrangements of the system and can bringtime related changes also into the integral Icf. Through the rise of Iph the system can bebrought out of local frozen non-equilibrium configuration eventually and can beheading to another coordinates characteristic of the situation closer toward the equi-librium [14]. This form of interaction is the physical base for the process of glass orcrystal annealing, tempering or other forms of materials heat treatment restructuring.
 For glasses the liberation of individual groups can be made inside of isolatedislands of mobility (JohariGoldstein β maxim [?, ?]) and does not have to involvethe external coordinates, which define the sample external shape. For example, suchmovements, which can involve the rotational motion of individual groups will be,only mildly, or not at all, connected to the external coordinates defining the labora-tory dimensions of sample under studies and thus they will not have strong impact onthe thermal expansivity coefficient. Concerning glasses as the temperature rises andpasses the Vogels temperature all particles start to move and the diffusion processstarts to take place. Within hours, days or years the external shape of sample willchange above TV as well. The upswing in the cp value takes place at TV and at Tg thecoefficient α undergoes a step-wise change, too.
 Under TV in our model perception the rise in entropy is caused mainly by the vi-bration modes of entropy only, because as the particles are kept in constant positionsand we consider solid state model only. The overall arrangement of particles in vibra-tion levels will define the vibration part of entropy Wth [15] (Fig. 3). As it has beenshown by Wunderlich [13], the number of particles associated with the boson peaks,tunneling states etc. is for many substances very small and thus, to the Vogels tem-perature TV, the specific heat cv is almost the same for the crystals as is for the amor-phous bodies. The entropy rise in amorphous bodies under TV is thus connectedmainly with the thermal (vibration) entropy rise. For the crystals, because the extraenergy, connected to melting phase change is involved, the thermal entropy part playsthe crucial role until the melting temperature Tm is reached.For temperatures T≤Tm (orT≤Tg) we can write:
 S≅ kBlnWth (12)
 where, Wth is the probability connected with the arrangements of particles on differentvibration levels of energy.
 At the moment when special rearrangements start to play the important role(Fig. 4), the particles positions are changed during time, the another part of the en-tropy has to be added:
 S=kBlnWth+kBlnWconf (13)where Wconf is connected with the overall amount of spatial particles displacements.
 J. Therm. Anal. Cal., 67, 2002
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In many cases this term will be active at temperatures where the crystals are an-nealed and changes of the structural lattice take place, or for amorphous bodies aboveTV and below Tg. In certain cases some exceptions can occur, too. For some systemsthe term Wconf can be very active even for temperatures smaller than 1 K. This is validfor crystals [16], as well as for amorphous bodies [1719].
 The mathematical treatment of strong non-linearity’s above Tg
 transition
 As the result of rising local expansions the system of Eqs (3) and (4) is strongly non-linear in mathematical sense and the solutions for such systems can be taken from de-termining chaos theories. According to theories of determining chaos [2022] Eq. (4)will be prone to show up irregular amplitudes of vibrations with time. The substantialchanges in vibration amplitudes can only develop, if the cracks in solid matrix startsto appear. This is actually confirmed from experiments of positron annihilation spec-troscopy-PASCA measurements [2327] which shows that the huge voids start to de-velop in isolated places in amorphous state above TV. This voids reach the level largerthan 100 Å
 3 above Tg. The changes in parameters f, g, c do not have to have even con-tinuous character in local spots. The local highly expansive spots characterized by
 J. Therm. Anal. Cal., 67, 2002
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 Fig. 3 A schematic picture of thermal (vibration) contribution of entropy. The individ-ual particles (left) are localized at constant average positions in space and vi-brate on different energy levels (right). The entropy S=kBlnWth is determinedthrough the overall amount of particles arrangements on the different energieslevels
 Fig. 4 A schematic view of configurational entropy enlargement S=kBlnWcf, material-ized through the spatial displacements
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hundred times larger coefficient of local expansion coefficient α will develop withthe onset of liquid state above Tg. The same is valid for the amplitude of vibrations.
 The strong non-linearity of Eqs (4) and (11) will mathematically justify the am-plitude switch in localized spots (Figs 1 and 2), where the central particle is able topush aside the particles in its vicinity and create the highly expansive spot. Suchhighly expansive spots are responsible for the high expansion coefficients of liquids.The entropy contribution connected with the semi-evaporated state (Fig. 1), which iscreated inside the liquid system in vacant areas, can be eventually contemplated aswell:
 S=kB[lnWth+lnWconf+lnWsemievap] (14)
 Because the vacancies areas, thanks to the reports of PASCA experiments have awell defined size, (which is larger than the Van der Waales volume, but smaller thanthe critical volume of particles involved), we can estimate the change of enthalpyconnected with the semi-evaporated state. It can be taken as the fraction of evapora-tion enthalpy ∆Hevap.
 To take the ∆Hsemievap=∆Hevap/n, where n is about 24, will be in agreement withthe PASCA experiments as well as with the Eyrings [28, 29] estimate on viscosity.
 To find a fast solution of Eq. (4) and provide illustrative examples, which can beeasily visualized, the second order differential Eq. (4) is usually turned into two sepa-rate first order differential equations. This procedure is usually performed in the de-termining chaos theories [30, 31] as well as in the studies of organized structures[32], or in studies of non-equilibrium thermodynamics [33].
 By choosing the variables A1≡ξ and A2≡dξ/dt we can rewrite Eq. (4) into theforms [34, 35]:
 d
 d
 A
 tA A1
 1 1 12 2= +α α1 (15)
 d
 d
 A
 tA A2
 2 1 22 2= +α α1 (16)
 Equations (15) and (16) can be analyzed further in the vicinity of vibration sta-tionary point. The system of Eqs (15) and (16), will have non-zero solution only if
 detα λ αα α λ
 λ λ11 12
 21 22
 21 20
 −−
 = = + +a a
 where a1=α11+α22, a2=α11α22+α12α21.The changes from a solid to a liquid state, as well as the other higher temperature
 transitions, can be investigated through the change of parameters a1 and a2 within cer-tain range. The overall view of the interactions taken as dominating in given type oftransition provides Table 1 [35].
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Table 1 The dominant types of particles interactions for different phenomena in condensed andgas phases rising from Eqs (4) and (11) [35]. Different types of singular points
 Shapes oftrajectories
 Name ofsingular point
 Roots propertiesValues of
 coefficients, a1, a2Phenomenon
 stable noderealλ1<0λ2<0
 a124a2>0
 a2>0a1>0
 fastcondensation
 unstable noderealλ1>0λ2>0
 a124a2>0
 a2>0a1<0
 situation aboveBoyle temp.
 saddle pointrealλ1<0λ2>0
 a124a2>0
 a2<0a1≠0
 the area ofcritical point
 infinite amountof saddle points
 realλ1=0λ2>0 a)λ1<0 b)
 a124a2>0
 a2=0a1≠0
 the area ofcritical point
 stable focalpoint
 complexRe(λ1)<0
 a124a2>0
 a2>0a1>0
 condensation
 unsteady focalpoint
 complexRe(λ1)>0
 a124a2>0
 a2>0a1<0
 sublimation
 stableoscillations
 complexRe(λ1)=0
 a124a2>0
 a2>0a1=0
 stable vibrationsin condensedphase
 The liquids show us the very interesting phenomena of local high level expan-sion in discrete points associated with internal surface enlargement due to the exis-tence of vacancies. The existence of vacancies stems from the considerations of highnon-linearity of Eqs (4) and (11) On the surfaces of vacancies the internal energy isalways higher than in the bulk. So the liquid system represents the foamy like struc-ture which enlarge its surface from inside. The vacancies are not empty voids, but arefilled up with actively moving particles. In this way the higher transitions such as theboiling or critical point can be contemplated as well (Table 1). While only few vacan-
 J. Therm. Anal. Cal., 67, 2002
 8 HLAV`¨EK et al.: MUTUAL INTERDEPENDENCE OF PARTITIONS FUNCTIONS

Page 69
                        
                        

cies exist (according to Bueche [36] the ratio of vacancies to vibrating particles isequal at Tg, 1:40) at lower temperatures, at the critical temperature the amount of va-cancies reaches the level at which the condensed phase disintegrates completely [34]and all oscillating particles are able to reach the upper vibration amplitude with theaddition of a very tiny amount of energy.
 Conclusions
 We have presented the coherent model, where the integral characteristic of cohesiveforces Icf is varied by increasing vibrations of mass units as temperature rises. Thelevel of vibrations is characterized by the integral Iph performed over the moments ofindividual particles. The increase in Iph can act selectively at low temperatures, affect-ing few coordinates or few particles inside the sample only. As the temperature is fur-ther increased, the influence of Iph on the Icf will rise as well and more particles will beable to enter into the process of diffusion. Finally, the vibration units, forming the ba-sic frame of the sample, will be involved in diffusion and material starts to flow. Notonly Tg and Tm transitions, but all the higher transitions, such as the boiling and criti-cal points, can be treated. Besides Eq. (11), which can serve for the best justificationof rising non-linearity, there can be another explanation given for the cracks andvoids developments stemming from perturbations of regular basic cohesive or repul-sive forces. As the electrons are in general responsible for cohesive forces these elec-trons are perturbed by vibration moments of nucleuses and they can lose their bond-ing character at certain atoms. This is how melting and Tg transitions have beenpresented in the Lindemann [37] and Kannos [38] theories. The theory just presentedthus fits well into the general lines of melting theory of Lindemann, (where the vibra-tion amplitudes of nucleuses takes about 25% of radiuses of electrons shells [39]), or[38], (where the amplitudes for Tg transition are smaller than at Tm, by factor of about0.80). Looking back into Table 1, we can state, that at Boyle temperature the bondingelectrons are panted out to the level, that they completely loose their cohesive inter-action ability and system behaves as ideal gas. The ability to cover all transitionswithin one conceptual theory seems to be the major contribution of the theory pre-sented.
 * * *
 The authors express thanks and gratitude to Academy of Sciences of Czech Republic for project fi-nancing. The grant A 401 0101 is specially acknowledged.
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A VIBRATION FORMS IN THE VICINITY OF GLASS TRANSITION, STRUCTURAL CHANGES AND THE CREATION
 OF VOIDS WHEN ASSUMING THE ROLE OF POLARIZABILITY
 J. Šesták, B. Hlaváček, P. Hubík, J.J. Mareš Movements below the critical temperature
 Under the certain so called critical temperature [1], the liquid phase becomes factually prearranged and separated into solid-like structures. Certain unoccupied vacancies existing within the space are called voids (in the conspicuous meaning of opening, hollowness or cavity) and are packed with gas-like molecules (so called „wanderers“). This realism has been known for a long time [2]. Some of the modern structural theories (such as the so called ´mode coupling theory´ – MCT, which is describing the structural phenomena of liquid state at lower temperatures) are also based on a similar scheme of the local density fluctuation [3]. Such a conjecture of heterogeneities in liquid phase goes back to the assumption of semi-crystalline phase published early by Kauzman [4], as well as to the assumptions of coexistence of gas- liquid semi-structures [5,6] as related to numerous works of Cohen, Grest and Turnbull [7-10].
 We can extend our vision toward heterogeneity of larger areas, which is often termed the medium range order (MRO) and adjacent to the existence of nano-crystalline domains. Below the critical temperature, the liquid structures can be empathized as a certain, mechanically sub-divided structure formed by blocks (in the conspicuous meaning of domains, icebergs or clusters) [6,43] (see Fig. 1. ) and, on the other side, as an assortment of individual “semi-evaporated” units, which are subjected to non-linear anharmonic motions at high amplitudes [5, 6].
 Fig.1. Illustration of a medium range structure. Schematic picture shows a liquid-like (and also glassy structures) composed of variously bonded blocks displaying the degree of possible coupling. When the separation of macro-molecularly interconnected blocks occurs above the crossover temperature, Tcr ,
 it produces rubber elasticity, which is often associated with entanglements. However, the low molecular compounds [98-100] (Fig. .2 at right) never achieve such a rubbery state. The blocks’ partition can be found by adequate rheological measurements of a shear viscosity [57-63] at very small gradients. The separation of blocks for low molecular weights structures is connected with loss of shear module (cf. Fig. 3) and with the onset of fluidity. (Note that the entropic elasticity of macromolecules is not incorporated herewith).
 For the displacement of block as an entirety, the certain (often maximum) retardation time, τmax, reveals the state of interconnections inside of the block structure, characteristic of a given block size and its variability with temperature. It is assumed that the block size,
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 together with maximum block retardation time decreases with increasing temperature. The blocks progressively disintegrate as the critical temperature is gradually approached [15,16]. On contrary, the blocks bind themselves to a more rigid structure as the temperature decreases below the crossover temperature, Tcr and further on below the glass transition temperature, Tg. Down from the critical temperature, Tc , we can contemplate the four subsequent and most important temperatures, related to the characteristic points, which are gradually linking liquid and glassy states:
 1)Boiling/condensation/liquid temperature Tb , characteristic for the first-order transition. At this temperature, vibrating particles are capable to depart away from their typically nonlinear motion around its vibration focus (further loosing it at all to become a part of gaseous phase). Gaseous molecules are moving in both the translation and rotation modes within the whole volume, which are missing vibrational settings (characterized with energy minima) and vibration focusing (characteristic for a condensed state].
 2) Crossover temperature, Tcr, at this temperature liquid starts to reveal an elastic response in the shear stress becoming thus viscously-elastic, which is characterized by a nonzero, internal energy-related shear modulus build on energetic basis (an entropic elasticity of a rubbery-like network is not accounted for [57-63] but can be graphically illustrated upon the comparison of Figs.3 and 2. , in particular see the area “b” in Fig. 2).
 Fig. 2. Left: the course of a shear modulus, G ≅ Er/3 for relaxation of an amorphous high -molecular compound around Tg [62,63] (according to Tobolsky-Alkonis [62,63] for typical polystyrene). Note that in the glass region ( area “a” ) the temperature Tg, is characterized by the shear modulus G ≅ 109- 1010 [N/m2], which decreases with increasing temperature and disappears at (or closely above) the crossover temperature, Tcr, where the proportionality, Tg ≅ 0.8 Tcr, is approximately applicable. The area ”b” represents the rubberlike plateau, which is not taken into account in this study).The crossover temperature for the polystyrene is localized as Tcr C0120≅ while Tg C080≅ . At right: the scheme of non-linear oscillator, which existence is causing the relaxation module decline in main transition zone.
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 3) Glass transition temperature, Tg . The shear modulus at this temperature overcome the value ~ G 810≥ N/m2 having a tendency to level off with a declining temperature and further going ahead toward its maximum value of ~ 109- 1010 N/m2
 4) Vogel’s temperature Tv. Below this temperature the Brownian movement restricts its progress only within isolated regions mostly along the domain’s interfaces. The spatial adjustment also occurs at certain domains fixation (by, e.g., chemical bonding) making a three-dimensional web within the sample. In the macro-scale the sample undertakes the property of a solid phase incapable of the wholesale creep flow. Note that the time-honored Kauzmann temperature, TK, may get coincidental with Tv if derived from the entropy plot.
 The subsequent succession Tc ≥ Tb ≥ Tcr ≥ Tg ≥ Tv can be well recognized and the following model anticipated, which bears some distinctive characterization of vibration modes at different temperatures (or at associated temperature regions) - worth of mentioning beforehand of a needful identification. Searching for the size of the holes we refer to the simplest expression for P-V-T state equation. For example, the van der Walles equation is suitable to affirm the size of a minimum volume for the associated van der Waals isothermal curve (and its minimal spinodal points) while setting the limits to the upper boundary of possible amplitudes of the oscillators’ vibrations. In the moment when the limit is prevailed over such a crucial volume occupied by nonlinear oscillator, the system becomes unstable and can eventually expand toward the volume of gaseous phase. Below Tb , however, such a process (of maximum volume expansion) can undergo only those particles, which are existing on the liquid surface. The bottom component on the liquid side of saddle part of the van der Waals curve (approximately at 0.385 Vc , i.e., just a portion of the critical volume, Vc ) plays an important role for the size evaluation of non-linear vibration amplitude. This estimate is not far away from that, which was give B Wunderlich and H.Baur [117,118] at the turn of seventies.
 Fig. 3. Course of a shear modulus, G, for amorphous low-molecular compound
 around Tg [98-100]. Note that the glass transition region, Tg, is characterized by the shear modulus G ≅ 109- 1010 [N/m2], which decreases with increasing temperature and disappears at or closely above the crossover temperature, Tcr, where the proportionality, Tg ≅ 0.8 Tcr, is approximately applicable (match up to Fig. 2., which is relevant for high-molecular compounds). Typical allied facts are the time-dependent hysteresis particularly evident during the sample consequent cooling. Fig.4. Mean length of the glass heterogeneity fluctuation as a function of the glass density (assumed in the terms of MRO) estimated on the basis of sound velocity for two types
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of glassy materials displayed by the dense and empty triangles (according to Surovcev and Novikov [11,15,16, 106,107], the dependence compare with the data in Table 1.).
 Below the Tcr the non-zero shear module has a drastic impact on the void size and on the extent of maximum diffusion jumps, which are depressed (or even eliminated) when temperature is dropping off. The presence of inter-block bonding will raise the shear module to a non-zero level forming thus an elastic network. As illustrated by Buchenau for the Tg vicinity [32], the changes in average vibration amplitudes can be determined by experimental measurements of the Debye-Waller factor. Under Tg the extrapolation of entropy towards negative values is somehow impossible (worth noting the Kauzmann paradox [4], which was misinterpreted in that sense documented in vast literature citations). In our view, the stepwise change of the entropy derivation occurs as a result of compositional and/or structural changes in liquid state when „semi-evaporated“ particles turn out to be associates to individual non-linear oscillators. From mechanical point of view the matter above Tg, became composed by the other type of oscillators than those existing under the glass formation temperature .The notable increase of entropy above Tg is thus caused by growing number of newly formed non-linear oscillators endowed with the migrating focuses of their oscillations. Consequently above Tg the liquid is structurally different as new degrees of freedom are created.
 It is assumed that highly non-linear oscillators maintain the individual character of their motions and herewith are perceived as the simple individual units about a monomer size [12, 42, 43], cf. Fig. 2. right. Alternatively, the blocks are assumed to possess interconnected microstructure being composed of identical elastically bonded particles packed to the high compactness level eventually reaching the density of glassy phase. The mean length of the heterogeneity fluctuation as a function of the glass density (assumed in the terms of MRO) is experimentally determined and is best estimated on the basis of sound velocity for two types of glassy materials as is illustrated by Surovcev and Novikov ref. [11,15,16, 106,107] and is left for a detailed readers perusal.
 The existence accidentally distributed, random size molecular clusters in a viscous liquid has been discussed since the beginning of sixties until present days [5-11,13,70,71,79]. Inter-clusters regions, which are containing molecules whose vibrations are strongly anharmonic, are considered herewith to provide a mount towards non-deterministic vibration movements. The characteristic of such movements of the amplitude switch of non-linear oscillators in liquid state gives rise to erratic characteristic of Brownian movements as well as to structural irregularities of glassy state formation.
 The blocks, in other hand, are responsible for complex relaxation effects; because the interconnected linear oscillators are forming their structures interact. On the other hand, the semi-evaporated particles (acting as non-linear oscillators) are responsible for an erratic character of displacements due to the Brownian motion in liquids [14]. The semi-evaporated particles are correspondingly acting against the external pressure acting on the sample from outside, and exercise a so called ‘push-aside’ effect upon the individual blocks effective in their vicinity. Thus created gaps caused by straightforward amplitude jump (cf. Fig. 2.right), can be directed to any direction within amorphous phase. For the non-linear oscillators of semi-evaporated particles, the minimal change in the initial coordinates in phase space brings consequential and substantial changes in the motional trajectories of particles [73-77]. Therefore, particles can perform their oscillations on several different amplitudes [15,16] and these motions bring, in the same time, apparent elements of uncertainty. In most cases it is describable by the non-linear and non-deterministic theories [17-25] of chaos. For non-liner systems, characterized with the different initial coordinates, their subsequent positions and momentums cannot be determined beforehand and the differential changes and variations in initial conditions bring completely different trajectories in the phase space expression. The
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general rule for the non-deterministic chaos theories [17-25,72-77,80-82,110-112] is consequently reflected into the structure of amorphous soul of glassy state, which durably depends on the experimental course of action deliberated for cooling. It will surface its irregular character, which is subject of discussion connected with the uplift of potential bottom well ( and associated particle displacement) and its consecutive diffusion type displacement represented by the general length parameter λ as the shift in bottom potential well displacement σλ ≠ is much different than as the particle diameter σ from reference [30,31], giving thus more flexibility to correlations of Parkhurst and Zvanzig type [30,31],dealing with viscosity a diffusivity,.
 Distinguishing local heterogeneity using the positron annihilation spectroscopy
 The volumes of voids were exactly determined and reported in numerous papers on basis of positron annihilation spectroscopy - PASCA [34-37,78]. These PASCA experiments provide the unusually high coefficients of thermal expansion in the vacancies comprising region where the volumes of voids are exceedingly sensitive to the temperature changes above the glassy transition as well as to the external pressure changes in the boiling point area. The coefficient of thermal expansion in vacancies areas is about ten to a hundred times as high as that in the block-containing areas. Possible discontinuity in properties for liquid structure turns out to be apparent locally at expanding spots, which bear a responsibility for a high coefficient of their thermal expansion. These locally expanding structures appear particularly above Tg and their number increases with rising temperature and the sample commences to consists of, at least, two kinds of particles. In the presence of such mechanically different units above Tg, the matter turn out to be rather mechanically heterogeneous. As can be seen, PASCA method cannot reach higher temperatures in structural description (exceeding the crossover temperature Tcr ). Nevertheless, PASCA give good indication how the structure approaching the critical temperatures Tc can look like. This temperatures areas has been visualized and described in models presented in previous papers [5,6,15,16] in relation to the majority of typical equations of state [83-85].
 Fig. 5 . Vertically is given the size of
 growing voids (in cubic angstroms) for polybutadiene polymer measured along with increasing temperature (horizontal) starting from the Vogel’s temperature, over Tg , up to the crossover temperature Tcr (adjusted by means of a positron annihilation spectroscopy [5,34-37]). Note that vertical notion ´objem´ means volume and horizontal ´teplota´ stands for temperature. .
 Three types of entropy contributions in main transition zone.
 For the inherent temperatures regions the entropy main contributions can be portrayed in three gradual ways [38]. Below the Vogel’s temperature, Tv the entropy S kB ln Wth , is solely composed by the vibration energy of particles [80]. In the region above the Vogel’s temperature, T ≥Tv , but below, Tg , the entropy value enlarges by conformation part, i.e., S
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kB [ln Wth + ln Wconf ], which is associated with the release of particle’s migration freeing thus their originally fixed positions in the sample space. Finally at T ≥ Tg where S kB [ln Wth + ln Wconf + ln Wsemievap ], the overall contribution extends as a result of semi-evaporated non-linear particles at a higher energy vibration level. The number of excited particles increases with rising temperature and acutely above Tcr it turns out to form the diffusion process due to high-amplitude changes.
 These types of entropy changes brought together by three distinct contributions have been experimentally confirmed in recent works of Johari [38]. Thanks to the reports made on the basis of PASCA experiments, the vacancies areas have a rather distinct dimension, which is larger than the van der Waals volume, but smaller than the 0.385-fraction of critical volume Vc of the each particle’s involved. Accordingly, the estimate of the enthalpy change can be connected with the semi-evaporated state. As shown by Hirschfelder [2], the total amount of evaporation enthalpy is required to produce an expansion of cavity to the level twice as high as is the particle diameter [27]. As the first estimate for the energy (of void creation producing a cavity of the size of about 0.385 of the fraction of critical volume Vc) a proportionally smaller part of evaporation enthalpy, ΔHevap , can be used. Therefore, the assumption of ΔHsemievap ≅ ΔHevap /n , where n stays from 2 to 4 (or even higher), is an agreement with the PASCA experiments as well as with the estimate of viscosity figured out by Eyring [39,40] and his coworkers. Remarkable displacements, λ - shifts of the potential well bottoms occur above the Tcr with the onset of diffusion and progress of the liquid state connected to vanishing shear modulus.
 Table 1 : Some characteristic figures of various inhomogenities domain size calculated base upon molecular polarizibilities for different levels of chain interconnection. Brand name of polymer or type of the substance
 Approxi-mation of monomer polarizi-bility [ Å3]
 Linear length of a domain for ~ 600 segments in [nm]
 Linear length of a domain for ~ 300 segments in [nm]
 Linear length of a domain for ~ 100 segments in [nm]
 Linear length of a domain for ~ 20 segments in [nm]
 Tempe-rature of glass transi-tion, Tg [oK]
 Polystyrene 11.6 1.90 1.52 1.04 0.61 353 Polyisobutylen 7.2 1.62 1.29 0.89 0.52 198 Polybutadiene 6.4 1.55 1.24 0.85 0.5 168 Polyvinylacetate
 8.0 1.68 1.34 0.92 0.54 298
 Polymethyl-metakrylate
 9.8 1.95 1.56 1.07 0.62 374
 SiO2 6.7 1.59 1.27 0.87 0.51 1473 GeO2 7.6 1.65 1.32 0.91 0.53 957 B2O3 4.4 2.05 1.64 1.13 0.66 523 The molecular polarizibility, α, of a monomer can be calculated by simple adding up the tabulated polarizibilities of individual atoms [104, 105,] ultimately using empirical corrections in the line with Verköczy [6,106] such as CCCCHCmolekul mn ≡= +++= ααααα where αC = 1 Å3 for bonded carbon in chained organic molecules and αH = 0.4 Å3for hydrogen . Special attention must be paid to double and triple carbon bonds, if isolated, the
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former increases polarizibility by o 0.2 Å3 while the latter by o 0.4 Å3 . Polarizibility of nitrogen is about 0.9Å3 in molecules of organical compo unts and of oxygen about 0.8Å3 whilst two coupled free electrons (~NH3) bring an volume enlargement by 0.158Å3 .
 Linear cooperative phenomena in the built-in blocks
 Limiting values of block time characteristic For limits of the time dependence, which is solicitous for a fastest time interval of
 retardation and/or relaxation, the time interval calculated from the sound velocity, νsound, is
 most relevant. For solid blocks it is about vsound ≈ 105
 – 106
 cm sec–1
 possess the minimal length of acoustic waves, λmin, which are determined by the mesh size, ro. The relation 1/νmax ≅ τmin and νsound λmin νmax, where λmin ≅ 2Δ ro becomes relevant. Substituting from the value estimate (as outlined above) the maximum frequency, νmax =
 1210 - 1310 sec -1 in the
 sample body, the fastest time of material response in block, τmin ≈ νmax
 –1 = 1210− - 1310− sec
 can be obtained. On behalf of the longest time characteristic of a given material we can take the typical time connected with the permanent displacement in series of elements inside of the block space to be bonded together through the elastic force min
 2max ττ n≅ [5]. Ensuing from
 the subsequent text the most suitable number interconnections for n ≅ 600 we can adapt the table above. A limiting particularity of picking up “n” value is detailed below. Estimate on the number of n-elements in the built-in blocks and, accordingly, on their size as related to the shear viscosity data
 Numerous predictions regarding the size of the blocks are reported in literature by various authors [13,50-56] based upon different experimental techniques. Focusing our attention in a direction not yet fully familiar for the block size estimate we can directed our approximations towards rheology searching for yet unfamiliar parameters. The first one is characterized by the number of linear elements in a block at which blocks start to be interconnected in shear flow and become open for mutual interference when producing a non-zero contribution to the response of elastic shear module. A useful source of data, for the block’s interactions, is the measurements of shear viscosity when the data are obtained at zero velocity gradients (already acknowledged for almost forty years regarding different structures of polymer melts with various molecular weight values [57-59,66]). These data show one common feature: in the dependence of shear viscosity on the number of roughly monomer (acoustical [12]) units in a chain with X sequence. As the first instance, the X- number is small and remains below a certain limit (X ≤ Xc. where Xc ≈ 500 – 625) where the polymer melt is characterized by constant and gradient-independent viscosity. In this particular case the module of shear elasticity is zero, as well as the first normal stress difference remains zero, too. The macromolecules are smaller than the critical block size (X ≤ Xc) and the blocks, if subjected to shear flow, do not exhibit any mutual interference. A different level of viscosity, which rises upon a linear dependence on X, characterizes each polymer at this particular case. However, at the point when the critical value, Xc, is reached along the polymer chains, the changes in the rheological properties occurs. The block interconnections start to interfere through the overgrown size of macromolecules (cf. Fig. 1.). For polymers with X ≥ Xc , the melt viscosity in reliance on shear gradient starts to possess a non-Newtonian character as the gradient grows and the first normal stress difference starts to
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become an important flow characteristic. This effect is usually explained in connection with the chain entanglements, the concept of which was originally introduced upon sketchy pictures [44,60,61] (such as an evident phenomenon). On the other hand, the nature of couplings [60]) was left undeveloped resuming consequently an alternative in relation to account cooperative motions of molecular areas (also suited for the low molecular structures). The latter case corresponds more closely to a scheme presented herewith (cf. Fig. 1) being supported by results of Achibat [70,71] when reporting a relationship between the domains and the entanglements. This model attributes the property of inter-blocks bonding either to the entanglements (as the individual blocks start to be interwoven by polymer network) or to the inflexible bonds of van der Waals type (or even to the bonds of a chemical nature). The inter-block bonding has a consequence in the development of non-zero shear module. Although different polymers have different levels of viscosity (or else chain flexibility), different molecular weight exhibits different levels of normal stresses. The numerical value of Xc (for the blocks’ mechanical interference in shear flow) holds a universal character. Just quoting ref. [59], it subsists for polystyrene the value Xc = 600, for poly(vinyl acetate) Xc = 600, for polyisobutylene Xc = 500, for polydimethylsiloxane Xc = 625. If the level of critical interconnection is achieved in a linear sequence for polymers, the blocks become inter-bonded and get exhibiting the shear elasticity represented by shear modulus or by the first normal stress difference. Such elasticity created by flexible macromolecules stays entropy related. This type of interconnection has a “long distance character” relative to the block size and one single macromolecule can “over-bridge” several blocks, as well. In contrast to the blocks coupled by flexible macromolecules, the blocks can also be inter-connected by inflexible chemical bonds. This is the case for the low molecular weight substances under the crossover temperature. The blocks connected by inflexible bonds cannot be stretch to higher deformations and have to break up as the temperature is increased above Tcr. The inter-connection of inflexible blocks reflects such a self-character toward the internal energy as related to the contribution of shear module under the Tcr.
 The other parameter not yet determined herewith is the crossover temperature itself. For the measurement purposes, the dependence of shear relaxation module on temperature in area of main phase transition can provide such a needed capture information [62,63] (cf. Fig. 2 . For clarity reasons of having a better explanation within the text, some data of Schultz [59] for the main phase transition can provide such a desirable capture of information [62,63] Alkonis [63] and Tobolsky [62] are exposed for an ideal illustration (cf. Fig .2). The crossover temperature Tcr is determined on basis of the shear elasticity of relaxation module related to the internal energy. The value Xc can be determined by sourcing the zero gradient viscosity curves. At this level of internal connection the blocks start to interfere in their flow properties. At the temperature Tcr the characteristic domain size become estimable. For lower temperatures, T ≤ Tcr, the part of force responding to the external deformation has a component related to internal energy . Taking the approximate size of one oscillator unit in an interconnecting sequence from the expedient polarizibility values [64,65] and using the interconnection number of Xc equal the typical 600, the characteristic size of a domain of about 6 cubic nm
 is realistically obtained ( See Table 1 and 2.). For the linear dimension of a
 domain following number 3√6 = 1.81 nm can be situated as a most typical. This seems to be in
 good agreement with the published values [13,50-56] obtained by different experimental techniques. As the polarizibility of molecules is a simple additive property, the domain size can be easily estimated from the polarizibiliy values of individual monomer units and from the Xc values, as hinted in Table 1.
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Polarizibility of molecules determining the critical volume Polarizibility represents the volume response of electron cloud of atom or molecule
 against the effect of a week external electric field (where the notion “week” means the electric field of a much smaller intensity in comparison with the electric interaction of the atom nucleus with orbiting electrons). For some organic molecules the following table 2 provides important information showing that for most compounds the volume allocated to a molecule at a critical temperature is about 50-55 times larger than the volume of its polarizibility. Polarizibility of a molecule can be calculated by a simple adding of the contributions of individual atoms [104,105] whilst it is important to follow deviations both upwards as (HCN) → (HCN)3 or downwards (naphthalene) occurring due to the orientation of aromatic nuclei at the molecule contacts. Table 2: Some characteristic accounts for selected compounds.
 Substance Critical volume [cm3]
 AvmolekulyC NV α55≈
 Polarizibility
 molekulyα [Å3]
 Note [Å3] = 10-24 cm3
 Critical volume divided by
 moleculeα AvN as related to the polarizibility
 Notes: Remarkable deviations from the average value
 Ethan 148 4.47 55.1 propane 200 6.3 52.8 Butane 255 8.2 52.1 pentane 311 10.0 51.9 hexane 368 11.9 51.9 Water 45 1.45 51.5 ethanol 168 5.41 51.7 propanol 220 6.74 54.4 acetone 213 6.4 55.0 Methyl- propylketon
 301 9.93 50.5
 propion acide 230 6.9 55.5 butter acid 290 8.38 57.6 methylacetate 230 6.9 55.5 HCN 139 89.3 Upper anomalies methanol 117 59.0 „ toluene 316 44.4 Foot anomalies p-xylen 378 45.8 „ benzene 260 41.6 „ naphthalene 408 38.7 „ It follows that at the critical volume is the average volume related to a single molecule described by the value equal to about fifty times of the relevant volume of electron cloud of each molecule [105]. The table provides beneficial estimate on critical volumes and basis of polarizibility, which has correlation not only to critical volume but also dielectric constant, density of cohesion energy and so mutual solubility of liquids and its refraction index [104].Upper deviation shows possible interconnection of molecules lasting up to the critical temperature (e.g. (HCN)3). Bottom deviation for aromatic compounds reveals a certain
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orientation or better a mutual approach of the “face-to-face” arrangement. It is worth noting that polarizibiliy is a decisive parameter adjacent to the notion of liquid state because liquid cannot bears a greater volume than is its critical volume. The least volume of liquid follows from approximations used in the state equation, which consequently provides the adjacent volume of resulting glass.
 Alpha process and beta slow processes
 For both the explanatory reasons and the basis of simplicity, we have provided our illustrations using only examples of translation forms of diffusion displacements. However, the rotational forms and the orientation forms of diffusion displacements in the angular coordinates, ψφ , , (which signify rotation around the chemical bonds) possess the equivalent importance . It was Bueche [44] and consequently Eisenberg [95] as well as Boyer [113,115], Helflend and Meier [114,116,92,94] and Ilavsky [90] , who correctly explained the origin of so-called β -slow processes connected with the orientation and side chains movements.. These authors explanations were similar to as much later on gives Rossler [101-103], Vogel, Rossler and coworkers [48,89,67-69], related β slow process on Arrhenius a non-Arrhenius thermal relaxations. According to other authors [44-47,101], the reorientation motions of molecules are associated with a secondary beta- relaxation taking place in super-cooled liquids. We should note that besides the slow β-process some literature unveil fast β-process, which, however, is not accounted for herewith though having some particularities such as time slowfast ββ ττ ≤≤≤ is rather shorter in turn of several orders and involves processes
 mimfast ττ β ≈ . Relaxation time slowβτ is much longer due to the limited mechanical succession of bonding elements . Another mechanism, which cannot be excluded, is associated with an explanation given by Johari and Goldstein [41,49,109] who suggested that the β -slow processes are connected with the “islands-of-mobility” persisting even under Tg. Both approaches seems be acceptable. In our approach, however, the α process is connected with an infinite number of structural network “inter-connections”, which directly contribute to the elastic shear modulus under Tcr. As the structural skeletally networks of the macro-sample are formed under cooling, two different polymer motion are freeze-in at Tg . Namely we speak about either the rotational diffusion around chemical bonds at polymer chains and translation motion within certain macro-scale. It follows that one type of diffusion can become structurally deficient or better is bypassed and disappears at lower temperatures or can proceed simultaneously with the α-process. Thus some elements, which participate in β -slow processes, are structurally bypassed and below Tg. are considered as still mobile, Therefore they cannot contribute in a full extent to the shear modulus increment within Tg area and adhere them self fully to the elastic network, which forms the whole sample. The n-number of elements connected by α-process is rather unspecified or better is only restricted by the sample dimensions. Chaining and interconnecting of the elements, which compose the α process go imaginary toward infinity under forming rigid viscous-elastic web of a solid sample. For the β -slow-process, the limited interconnection of joined elements, “n” is restricted inside of blocks (cf. Fig.1.) by limited number of particles in linear block’s sequentionality. Thus the basic reciprocal temperature dependence of β -slow processes is often expressed by prime line of Arrhenius relation [50, 67-69,101-103,] as the temperature declines under Tg temperature. In this region the ability to have controlled motion of blocks through elastic network is for β-process different than that for α-process.
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Considering the variable inter-connection, the number “n” brings an additional point to the perception of differences of alpha and beta relaxation processes .The relaxation times, τ , of components with decreasing temperature (for the α -process ) increases up to infinity as a result of enormous growth of elements in the relaxation series [ min
 2 ττ n≅ ] [5,6].
 The accrual of relaxation time τ due to the increment of number of elements “n” is the main reason for the disposition of shear modulus during cooling below Tcr . For the α-process the number of n-elements can increase up to infinity when an elastic web inside the sample is accomplished. Below Tcr the cause of relaxation time increases strengthening the mechanical interconnection of network connections. On the other hand, the β-slow process is different because the interconnection characterized by “n” is adjusted at a relatively minor value n1 = const., just composed by several units. Only for some exemptions “n” can reach a higher values and such a fragment have no other choice than to behave Arrhenian. With an increase of the environs density, which is surrounding mechanically interconnected friction centers, the whole aggregate behaves adequately frictionally. For the β slow process the elements growth terminates with the interference of blocks’ boundary below Tcr as a consequence of dawdling of n- numeral, which is exhibited by a standard Arrhenius relation upon decreasing temperature. For this reason slow,βτ is not increasing along with the escalating collection but follows mere Arrhenius growing trend at decreasing temperature. Literature 1/ H. E. Stanley Introduction to Phase Transitions and Critical Phenomena, Oxford University Press, New York (1971). 71. 2/ J. O. Hirschfelder, C. F. Curtiss and R. B. Bird Molecular Theory of Gases and Liquids, Wiley, New York (1954), pp. 122 & 291. 3/ W. Gotze, L. Sjogren,“ Relaxation proceses in supercooled liquids“, f Rep. Prog. Phys. 55 (1992) 241-376. 4/ W. Kauzmann, „ The Nature of the Glassy State and the Behavior of Liquids at Low Temperatures“ , Chem. Rev., 43 (1948) 219-256. 5/ B. Hlaváček, J. Šesták, L. Koudelka, P.Mošner and J.J. Mareš, Forms of vibrations and structural changes in liquid state J. Therm. Anal. Cal. 80 (2005) 271-283. 6/ /B. Hlaváček, J.J. Mareš in J. Šesták (ed.) book:“Fyzika struktur amorfních a krystalických materiálů“ (Physics of Strutures of Amorphous and Crystalline Materials), Publ. House Pardubice University, Pardubice (2008). 7/ M. Cohen and D. Turnbull, J. Chem. Phys.” Molecular Transport in Liquids and Glasses “ 31 (1959) 1164- 1169 and 34 (1961) 120. 8/ D. Turnbull, in: T. J. Hughel (ed.), Liquids: Structure, Properties and Solid Interaction, Proceedings of Symposium, Elsevier, Amsterdam (1965),” FreeVolume Model of the Liquid State” pp. 6–24. 9/ M. H. Cohen and G. S. Grest, Phys. Rev., “Liquid –glass transition , a free-volume approach “ B20 (1979) 1077-1098 and 21 (1980) 4113.. 10/ G. S. Grest and M. H. Cohen, in: I. Prigogine and S. T. Rice (edts.) Advances in Chem. Phys., Vol. XLVII, J. Wiley, New York(1981), pp. 455–525. 11/ N.V. Surovtsev , J. Wiederich, A.E. Batalov , V. N. Novikov , M.A. Ramos, J. Phys. : “ Inelastic light scattering in B2O3 glasses with different themal histories “Condens. Matter 16 (2004) 223.

Page 82
                        
                        

12/ A. Heuer and H. W. Spiess, ”Universality of glass transition temperature “ J. Non-Cryst Solids, 176 (1994) 294. 13/ E. Donth, The Glass Transition, Relaxation Dynamics in Liquids and Disordered Materials, Springer Verlag, Berlin, Heidelbergn (2001). 14/ A. Einstein, Investigation on the theory of the Brownian Movement, Ed. R. Furth, Dover Publications, Inc., New York, N.Y. (1956). 15/ B. Hlaváček, V. Křesálek and J. Souček, “ The Anharmonicity of Motion in the Liquid State and its Consequences “ J. Chem. Phys., 107 (1997) 4658-4667 16/ B. Hlaváček, J. Šesták and J. Mareš, Mutual interdependence of partitions functions in vicinity Tg of transition J. Therm. Anal. Cal., 67 (2002) 239. 17/ M. I. Rabinowitz, A. B. Ezersky and P. D. Weidman, The Dynamics of Patterns, World Sci. Publ., Singapore (2000), pp. 239–279. 18/ H. J. Paine, Physics of Vibrations and Waves, J. Wiley, New York (1997). 19/ U. Ueda, New Approaches to Non-linear Dynamics. S.I.A.M., Philadelphia (1980). 20/ M. Tabor, Chaos and Integrability in Non-linear Dynamics, John Wiley, New York (1989). 21/ I. Prigogine and I. Stengers, Order out of Chaos, Bantam Books, New York (1984). 22/ D. Kondepudi and I. Prigogine, Modern Thermodynamics, J. Wiley, New York (1998), pp. 409–452. 23/ O. E. Rössler, Phys. Lett.,” An Equation for Continuous Chaos “, 57A (1976) 397-398. 24/ E. N. Lorenz, J. Atm., Sci. „ Deterministic Non-periodic Flow“ 20 (1963) 130. 25/ J. Šesták ”Oscilation modes and modern theories of glassy state”, chapter 14 in the book “Heat, thermal analysis and society” Nucleus, Hradec Kralove (2004), p. 242 26/ P. G. DeBenedeti, Metastable Liquids, Princeton Univ. Press, Princeton, New Jersey (1996). 27/ J. Frenkel, Kinetic Theory of Liquids, Dover Publ. Inc., New Jersey (1955), p.12. 28/ V. Velikov, S. Borick and C. A. Angel, J. Phys. Chem., B106 (2002) 1” Nature of Glass Transition in Polymers “069. 29/ W. Xu, E. I. Cooper and C. A. Angel,” Ionic Liquids : Ion Mobilities , Glass Temperatures , and Fragilities “ J. Phys. Chem., B107 (2003) 6170-6178. 30/ H. J. Parkhurst Jr. and J. Jonas, “ Dense liquids. I. The effect of density and temperature self-diffusion of tetramethylsilane and benzene-d6 “ J. Chem. Phys., 63 (1975) 2699-2709. 31/ R. Zwanzig, „ On the relation self –diffusion and viscosity of liquids“ , J. Chem. Phys., 79 (1983) 4507-4508. 32/ U. Buchenau and M. Zorn, „ A Relation between Fast and Slow Motions in Glassy and Liquid Selenium“ Europhys. Lett., 18 (1993) 523-528. 33/ A. Eisenstein and N. S. Gingrich,“ The Diffraction of X- Rays by Argon in the Liquid , Vapor, and Critical Regions“ Phys. Rev., 62 (1942) 261. 34/ J. Bartoš, Colloid Polym. Sci.,”Free volume microstructureof amorphous polymers at glass transition temperatures from positronannihilationspectroscopy data” ,274 (1996) 14. 35/ J. Bartoš, P. Banduch, O. Šauša, K. Krištiaková, J. Krištiak, T. Kanaya and W. Jenniger, “ Free volume microstructure and its relationship to the chain dynamics in cis-1,4- polybutadiene as seen by positron annihilation lifetime spectroscopy “ Macromolecules, 30 (1997) 6906

Page 83
                        
                        

36/ D. Račko , R. Chelini , G. Cardini , J. Bartoš, S. Califano,“ Insights into positron anih ilation lifetime spectroscopy by molecular dynamics simulation“ Eur. Phys. 32, (2005) 289-297 37/ Y. C. Jean,” Free-volume hole properties in thermosetting plastics probed by positon annihilation spectroscopy: Chain extension chemistry” Microchem. J., 42 (1990) 72 and 29 (1996) 5756 and Y. C. Jean, Q. Deng and T. T. Nguyen, Macromolecules, “ Free Volume Hole Properties in Thermosetting Plastics Probed by Positron Anihilation Spectroscopy: Chain Extension Chemistry” 28 (1995) 8840- 8844. 38/ G. P. Johari, “ Contributions to the entropy of a glass and liquid, and the dielectric relaxation time “, J. Chem. Phys.,” Contribution to the entropy of a glass and liquid , and the dielectric relaxation time “112 (2000) 7518-7523 39/ H.Eyring and Mu Shik Jhon , Significant Liquid Structures , Wiley , New York, London , Toronto, (1969). 40/ S. Glasstone, K. J. Laidler and H. Eyring, The Theory of Rate Processes, McGraw-Hill Book, New York–London (1941). 41/ M.Goldstein, J. Chem. Phys,” Viscous liquids and glass transition. Sources of the excess specific heat of the liquid “ , 64 (1976) 4767-4767 , and “ Viscous liquids and glass transition . Molecular mechanism for a themodynamc second order transition” , 67 (1977) 2246-2253 42\ Hlaváček, B., Souček, J., Prokůpek, L. and Večeřa M., “ The Thermal Entropy Concept and Tg Transition”, J. of Polym. Eng., 17 (2), 111 – 137 (1997/1998). 43/ B. Hlaváček, J. Šesták “Vibration perception of Tg transition“ in Proc. of the First Slovak Glass Conference, by Slovak Glass Society, Trenčín University, Slovakia )2000, pp. 168-172. 44/ F. Bueche, Physical Properties of Polymers, Interscience, New York–London (1962), p.106. 45/ Gibbs, J. H., J. Chem. Phys.,” Nature of Glass Transition in Polymers “ 25, 185-186 (1956) and A1, 1417 (1963).. 46/ Gibbs, J. H. and Di Marzio, E. A., J. Chem. Phys., ”Nature of Glass Transition”,28, 373 -383 (1958) and 43, 139 (1965).. 47/ .Adam G. and and Gibbs, “ On the Temperature Dependence of Cooperative Relaxation Properties in Glass-Forming Liquids”, J. Appl. Phys., 43,1, 139-146 (1965). 48/ E. Rossler, Comment on “ Decoupling of Time Scales of Motion in Polybutediene Close to the Glass Transition” Phys. Rev., 69 (1992) 1595-1698 and 1620-1621. 49/ G. P. Johari, J. de Chimie. Phys., “ Low Frequency Molecular Relaxations in Disordered Solids “ 82, 283-291 (1985). 50/ E. Donth, J. Non-Cryst. Solids,” The Size of Cooperatively Rearranging Regions at the Glass Transition” 53 (1982) 325-330. 51/ T. Dollase, R. Graf, A. Heuer and H. W. Spiess,” Local order and chain dynamics in molten polymer blocks revealed by proton double- quantum NMR “ Macromolecules, 34 (2001) 298. 52/ J. Bartoš, O. Šauša, J. Krištak, T. Blochowitz and E. Rossler,”Free- volume microstructure of glycerol and its supercooled liquid-state dynamics” J. Phys. Condens. Matter, 13 (2001) 11473-11484. 53/ M. Beiner, H. Huth and K. Schroter, “ Crossover region of dynamics glass transiton : general trends and individual aspects”, J. Non-Cryst. Solids, 279 (2001) 126-135. 54/ E. Hempel, M. Beiner, T. Renner and E. Donth, “ Linearity of heat capacity step near the onset of α glass transition in poly-( n-alkylmethacrylates ). , Acta Polymer., 47 (1996) 525.

Page 84
                        
                        

55/ U. Mohanty, “ Inhomogeneities and relaxation in supercooled liquids “ J. Chem. Phys.100, 8, 5905- 5909 , ( 1994). 56/ S. A. Reinsberg, X. H. Qiu, M. Wilhelm, H. W. Spiess and M. D. Ediger, J. Chem. Phys.,“ Length scale of dynamic hetergeneity insupercooled glycerol near Tg “ 114 (2001) 7299-7302. 57/ V. R. Allen and T. G. Fox,“ Viscosity –molecular weight dependence for short chain polystyrene“, J. Chem. Phys., 41 (1964) 337. 58/ T. G. Fox and V. R. Allen,“ Dependence of the zero shear shear melt viscosity and related friction coefficient and critical chain lenght on measurable characteristics of chain polymers“, J. Chem. Phys., 41 (1964) 344. 59/ J. Schulz, Polymer Material Science, Prentice-Hall, Englewood Cliffs, New Jersey (1974), p. 337. 60/ J. D. Ferry, Viscoelastic Properties of Polymers, Wiley, New York–London (1961), p. 225. 61/ F. Bueche,“ Viscosity of Polymers in Concentrated Solution“, J. Chem. Phys., 20 (1956) 599-600. 62/ A. V. Tobolsky, Properties and Structure of Polymers, J. Wiley, New York (1960) p. 75. 63/ J. J. Aklonis, W. J. MacKnight and M. Shen, Introduction to Polymer Viscoelasticity, Wiley-Interscience, New York– London (1972), p. 42. 64/ B. Hlaváček, E. Černošková, L. Prokůpek and M. Večeřa, “ The Transition Points in Liquid State and their Molecular Modeling ” Thermochim. Acta, 280/281 (1996) 417. 65/ D. R. Lide, Handbook of Chemistry and Physics, 7. Di Marzio, E. A. and Dowell, F., J. Appl. Phys., 50, 10 (1979). 82nd Ed., 10, CRC Press LLC, Washington D. C.( 2002), pp. 160–174. 66/ M. Doi and S. F. Edwards, Theory of Polymer Dynamics, Clarendon Press, Oxford (1986). 67/ M. Vogel and E. Rossler,” On the Nature of slow β -Process in Simple Glass Formers : A 2 H NMR Study “ J. Phys. Chem., B104 (2000) 4285-4287 68/ J. Wiederich, N. V. Surovtsev and E. Rossler, “ A comprehensive light study of the glass former toluene” J. Chem. Phys., 113 (2000) 1143-1153. 69/ M. Vogel and E. Rossler, “ Slow β process in simple organic glass formers studied by one- and two –dimensional 2H nuclear magnetic resonance. “ Chem. Phys., 114 (2001) 5802-5815 and 10883-10891. 70/ T. Achibat, A. Boukenter, E. Duval, G. Lorentz and S. Etienne, “ Low-frequncy Raman scattering and structure of amophous polymers: Stretching effect” J. Chem. Phys., 95 (1991) 2949. 71/ E. Duval, A. Boukenter and T. Achibat, “ Vibrational dynamics and the structure of glass” J. Phys. Condens. Matter, 2 (1990) 10227-10234. 72/ B.Hlaváček, J.Shánělová and J.Málek, “ Discontinuities in Amplitudes of Particles Micromotions Characterizing Phase Transitions in Liquid State” , Mechanics of Time-Dependent Materials, 3: (1999), 351-369. 73/ H.O.Peitegen, H.Jurgens and D.Saupe, Chaos and Fractals, New Frontiers of Science, Springer-Verlag, New York, (1992). 74/ M.J. Feigenbaum , Physica , 7D, 16 , (1978)

Page 85
                        
                        

75/ D. Walgraef, Spatio-Temporal Pattern Formation, Springer Verlag, New York, Berlin, (1997),242-301. 76/ Z.Chvoj, J.Šesták and J.Tříska, Kinetic Phase Diagrams; Non-Equilibrium Phase Transitions, Elsevier, Amsterdam, (1991). 77/ H.L. Swiney and J.P.Gollub,” Hydrodynamic Instabilities und the Transition to Turbulence “ Physics Today , August, 41 (1978) 78/ Y.C.Jean, Microchem .J.,42,(1990),72 and Macromolecules, “ Comments on the paper “ Can positron annihilation lifetime spectroscopy measure the free-volume hole size distribution in amophous polymers ? “ 29,(1996), 5756. 79/ E.A. Porai – Koshitz , “ Stucture of Glass” Proceedings of the 4th All – Union Conference on the Glassy State , Leningrad (1964). 80/ R.W. Gurney „ Introduction to Statistical Mechanics” Dover Inc. , New York (1949). 81/ O. Martienssen, Phys.Z. XI ,448 (1910). 82/ E.V. Appleton, “ On the Anomalous Behavior of Vibration Galvanometr“ Pilos.Mag., Ser.6, 41, 609 -619 (1924). 83/ C.H. Dieterici, Ann.Phys.[3], 69,685, (1899) 84/ J.D. van der Waals ,” Over de continuiteit van den gas/en Vloeisfoestand ”, Ph.D. Theses, Leiden , Holland , (1873). 85/ D.Y. Peng and D.B. Robinson, Ind. Eng. Fundamentals,”A New Two-Constant Equation of State”15, 59-64, (1976). 86/ J.J. Martin, Ind. Eng.Chem. Fundam .“ Cubic Equation of State-Which ?“, Vol. 18,2, 81-97,(1979) 87/ Ch. Kittel “ Introduction to Solid State Physics” 3rd , Edition,Wiley, New York, (1966) . 88/ Ch. Kittel, W. P. Knigt, and M.A. Rudermann, Berkley Physics Course, Mechanics, Vol.1, Mc Graw/Hil, New York, (1965) pp.227-229. 89/ A.P. Sokolov, E. Rossler, A.Kisliuk, D. Quitman :” Dynamics of strong and fragile glass formers: Differences and correlation with low-temperature proprties “ Phys.Rev.Lett.,71, 2062-2065, (1963) 90/ M. Ilavský, J.Hasa and J.Janáček, Collection Czechoslovak Chem. Comm., “ Secondary and tertiary β and γ maxima in amorphous polymers”33, 3197, (1968). 91/ G. Joos, “Lehrbuch der Theoretischen Physik “ 8 ed. Akademische Verlagsgesellschaft Geest-Portig K.G., Leipzig, (1954),p.84. 92/ D.V. van Krevelen , P.J. Hoftyzer „ Properties of Polymers „ Wiley , New York, London ( 1979). 93/ E. Rossler,” Corresponding states analysis for viscosity and nuclear magnetic resonance data in glass transition regime” J. Chem .Phys., 92, 3725-3735, ( 1990). 94/ A.J. Curtis in J.Birks and Schulman (eds.) Progress in Dielectrics, Vol.2, Wiley , New York , (1960) . 95/ A. Eisenberg, “ The Glassy State and the Glass Transition”, in J.E. Mark “Physical Properties of Polymers”, United Book Press, Baltimore, ( 1993 ). 96/ J. Heijboer , Ph.D. Thesis, University of Leiden, Netherlands, ( 1972 ) . 97. A.L. Anet, A.J. R. Bourn, J. Amer. Chem. Soc., 89, 760, ( 1967). 98/ J. Jackle, Phil. Mag..” Theory of glass transitions. New thoughts about old facts” 56, 2, 113 – 127, ( 1986)

Page 86
                        
                        

99/ J. Jackle, Rep.Prog. Phys.49. “Models of glass transition”, ( p. 177) , 171- 232 , (1986) 100/ R. Piccireli and Litowitz . J.Acoust. Soc. Am. 29, 1009, ( 1957) 101/ E. Rossler ,” Indication for Change of Diffusion Mechanism in Supercooled Liquids “ Phys. Rev. Letters , 65 , 13, 1595 – 1598 , ( 1990). 102/ T. Blochowitz , A. Brodin and E.A. Rossler , in T. Coffey and Y.P. Kalmykov “Fractals, Diffusion, and Relaxation in Disordered Complex Systems” A Special Volume of Advances in Chemical Physics, Vol. 133 , 127- 256 , ( 2006). 103/ A. Brodin and E.A. Rossler, “ Depolarized light scattering study of glycerol” Eur.Phys., J. B., 44, 3-14, (2005) 104/ R.J.W. Le Fevre , “ Refractivity of Organic Molecules”, Adv. Phys. Organ. Chem. 3 , ( 1965)1-35 . 105/ B. Verkoczy , Saskoil Rep. No.113, Saskoil, Regina, Saskatchewan (1986) 106/ V. N. Novikov, Y.Ding, and A. P. Sokolov, ”Correlation of fragility of supercooled liquids with elastic properties of glasses” Phys . Rev. 061501-1-12 , E 71 , 1, (2005) 107/ V.K. Malinovsky and N. V. Surovtsev,” Inhomogenity on the Nanometer Scale as a Universal Property of Glasses “ , Glasss Physics Chemistry , Vol. 26, 217-222, (2000 ) 108/ C. A. Angel , J. of American Ceramic Soc.” Oxide Glassesin Light of the “Ideal Glass” Concept: Ideal and Nonideal Transitions , and Departures from Ideality “ 51, 3, 1968615 , ( 1968) 109/ D. Prevosto, S. Capaccioli, M. Lucchesi, P.A. Rolla and K.L. Ngai, Does the entropy and volume dependence of the structural α-relaxation originate from the Johari–Goldstein β-relaxation?, in the compendium "Glass and Entropy" (L.Wondraczek, R. Conradt, Edts) J. Non-Crystal. Solids, special issue Vol. 355, pp. 705–711, (2009) 110. N. Minorsky, „ Non linear Oscilations „ D. Van Nostrand Company , Inc. Toronto, New York , London (1983), pp.15, 47. 111. H. Haken: “ Synergetics “ Springer Verlag , Berlin ,Heidelberg , New York (1983). 112. C.M. Bender and S.A. Orszag , “ Advanced Mathematical Methods for Scientists and Engineers “ , McGraw- Hill, New York , (1978). 113. R.F. Boyer, Rubber Chem. and Technology ,” The Relation of Transition Temperatures to Chemical Structure in High Polymers”, 36, 1303 - 1421 . (1963). 114. E. Helflend “ Dynamics of Conformational Transitions in Polymers” , Science 226, 9, (1984 ). 115. R.F. Boyer , “ gP TCΔ and Related Quantities for High Polymers:“, J.Macromol.Sci.- Phys., B7 (3) , 487- 501 (1973). 116. D.J.Meier , “ Molecular Basis of Trasitions and Relaxations “ , Gordon and Breach Science Publishers , London, New York, Paris , ( 1978 ). 117. B.Wunderlich, H.Baur :“ Heat Capacities of Linear High Polymers“ Springer Velag, Berlin,Heidelberg , New York , (1970). 118. B. Wunderlich, „Study of the change in Specific Heat of Monomeric and Polymeric Glasses During The Glass Transition“ J.Chem. Phys., 1052-1056, 64, (1960)



                    

                    
LOAD MORE                
                                Recommended

                

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            HANDBOOK AND DIAMONDS - ParsaSpace · 2019-08-20 · References 4.46 Chapter 5. Inorganic Glasses—Structure, Composition and Properties 5.1 5.1 Fundamentals of the Glassy State
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            tomatoglasses.co.jp TOMATO GLASSES TOMATO GLASSES 8
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Flow units as dynamic defects in metallic glassy materials · 2019. 5. 14. · REVIEW WangandWang 309 ‘Spatial and temporal heterogeneities of metallic glasses’.Recently,theobservationofviscoelasticbe-havior
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Theories of glass formation and the glass transitionweb.physics.ucsb.edu/~langer/176 ROP Glass Review (2014) (2).pdf · Keywords: glasses, glass transition, glassy materials (Some
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Molecular dynamics simulations of glassy polymers · relaxation processes when approaching Tg for both model and chemistry-speciﬁc polymer glasses. The impact of geometric conﬁnement
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Cat glassy line
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Crack Propagation Studies in Glassy Polymers
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Sestak Management Services
                                        
                                    

                                    
                                        Business
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Capt Bill Walsh on Sestak and Good Governance
                                        
                                    

                                    
                                        News & Politics
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Amorphous and glassy chalcogenides  –
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Microstructuring of glassy carbon: comparison of laser ...materials.web.psi.ch/Publications/Publ_MatDev_files/2004/Markus... · Microstructuring of glassy carbon: comparison of laser
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Glassy meta-materials Functional coatings Glasses engineered for strength Ionic functionality Optical functionality Biofunctionality International Materials.
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Ti-based Bulk Metallic Glasses for Biomedical …...Ti-based Bulk Metallic Glasses fo r Biomedical Applications 251 crystallization processes (Fig. 1). When the as-cast glassy alloy
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Crystallization kinetics of glassessestak/yyx/CrystallizationKinetics.pdf · Crystallization kinetics of glasses J. Sestak TH APPLICABILITY OF DTA TO THE STUDY OF CRYSTALLIZATION
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Michael Sestak American Consul
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            GLASSY LINE
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Glassy Carbon Tests at  HiRadMat
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                                                
                            
                                
                                    
                                                                            

                                                                        
                                

                                
                                    
                                        
                                            Glassy Stem Complete Engl
                                        
                                    

                                    
                                        Documents
                                    

                                

                            

                        

                        
                


                
            

        

    
















    
        
            
                
                    

                
                                
                    	Facebook
	Twitter


                

                                Copyright © 2023 DOCUMENTS

            

            
                About Us

                We built a platform for members to share documents and knowledge.

                Read More ...
            

            
                Legal

                	Term
	DMCA
	Cookie Policy
	Contact Us
	Privacy Policy


            

        

    









    




