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Improved nonparametric bootstrap tests of
 Lorenz dominance
 Zhenting Sun1 and Brendan K. Beare2
 1National School of Development, Peking University2Department of Economics, University of California, San Diego
 May 19, 2019
 Abstract
 One income or wealth distribution is said to Lorenz dominate anotherwhen the Lorenz curve for the former is nowhere below that of the lat-ter, indicating a (weakly) more equitable allocation of resources. Existingtests of the null of Lorenz dominance based on pairs of samples of incomeor wealth achieve the nominal rejection rate asymptotically when the twoLorenz curves are equal, but are conservative at other null configurations.We propose new nonparametric bootstrap tests of Lorenz dominance basedon preliminary estimation of a contact set. Our tests achieve the nominal re-jection rate asymptotically on the boundary of the null; that is, when Lorenzdominance is satisfied, and the Lorenz curves coincide on some interval.Numerical simulations indicate that our tests enjoy substantially improvedpower compared to existing procedures at relevant sample sizes.
 We thank Roy Allen, Qihui Chen, Zheng Fang, James Hamilton, Tetsuya Kaji, Ivana Komunjer,Andres Santos, Xiaoxia Shi, Yixiao Sun and Yinchu Zhu for helpful comments, and especially AlexisToda for advice on the design of the numerical simulations. This paper is a revised version of thesecond chapter of the first author’s doctoral thesis at UC San Diego.
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1 Introduction
 Lorenz curves are widely used for the analysis of economic inequality. A Lorenzcurve is a function of the distribution of wealth (or income) across a population,which graphs the cumulative proportion of total wealth by cumulative propor-tion of the population ordered from poorest to richest. In practice, people areinterested in comparing the Lorenz curves between different populations. Ifone Lorenz curve is below another one, the wealth in the former population ismore unequally distributed toward the rich. We use the concept of Lorenz dom-inance to formalize the comparison of two Lorenz curves: distribution A Lorenzdominates distribution B if the Lorenz curve for A is nowhere below that for B.
 Because of the economic importance of Lorenz dominance, methods of sta-tistically testing for Lorenz dominance are of interest. Bishop et al. (1991a,b)employed pair-wise multiple comparisons of sample Lorenz ordinates to testfor differences between Lorenz curves and then determine Lorenz dominance.Dardanoni and Forcina (1999) and Davidson and Duclos (2000) proposed testsof Lorenz dominance at a chosen set of points. Barrett et al. (2014) pointedout that these tests are potentially inconsistent because they limit attention toa small fixed set of grid points. They proposed a new class of consistent non-parametric tests for testing the null hypothesis of Lorenz dominance, which areanalogous to tests of stochastic dominance proposed by McFadden (1989) andelaborated and extended by Barrett and Donald (2003). The tests are con-structed based on a general functional F applied to φ, a function on [0, 1] equalto the difference between two empirical Lorenz curves. Two specific function-als used to construct test statistics are S, which computes the supremum of φ,and I, which integrates φ over the region where φ is positive. The I-based teststatistic was first proposed by Bhattacharya (2007).
 A pair of distributions satisfying the null of Lorenz dominance is said to beon the boundary of the null whenever the corresponding Lorenz curves coin-cide over some interval. To obtain critical values, Barrett et al. (2014) employa bootstrap procedure that leads to a test with limiting rejection rate equal tothe nominal level when the two Lorenz curves are equal, and below the nom-inal level elsewhere in the null. If we are at a point on the boundary of thenull where the Lorenz curves are not equal, then their test has limiting rejec-tion rate below the nominal level, and thus lacks power against nearby pointsin the alternative. Our main contribution is an alternative construction of boot-strap critical values for the test statistics of Barrett et al. (2014) that achieves alimiting rejection rate equal to the nominal level over the boundary of the null,
 2
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thereby improving power. Numerical simulations indicate that the improvementto power can be large. The main driving force behind the improved power isa contact set estimator which excludes regions of the unit interval from criticalvalue calculations when the data indicate that the Lorenz curves are unlikely totouch in those regions.
 The primary technical obstacle to obtaining a valid bootstrap approximationover the boundary of the null is that F typically fails to be Hadamard differ-entiable in this region, which is known to imply inconsistency of the bootstrap(Dumbgen, 1993). By applying recent results of Fang and Santos (2019) onbootstrap inference under nondifferentiability, we show that a modified boot-strap procedure based on preliminary estimation of a contact set can deliverconsistent approximation over the boundary of the null. Our power-improvingmodification to the tests of Lorenz dominance proposed by Barrett et al. (2014)can be viewed as analogous to the modifications made by Linton et al. (2010)and Donald and Hsu (2016) to the tests of stochastic dominance proposed byBarrett and Donald (2003), or to the modification made by Beare and Shi(2019) to the tests of density ratio ordering proposed by Carolan and Tebbs(2005) and Beare and Moon (2015), or to the modifications made by Seo(2018) to the tests of stochastic monotonicity and conditional stochastic domi-nance proposed by Delgado and Escanciano (2012, 2013).
 Our asymptotic results draw on important work by Kaji (2018), who hasestablished weak convergence of the empirical quantile process and bootstrapempirical quantile process in the L1-semimetric under mild technical conditions.Such convergence implies weak convergence of the empirical Lorenz processand bootstrap empirical Lorenz process in the uniform metric, greatly facilitat-ing our analysis.
 Throughout this paper, we let `∞[0,∞) denote the collection of bounded realvalued functions on [0,∞) equipped with the uniform metric, we let L1(0, 1) bethe space of integrable real valued functions on (0, 1) equipped with the L1-semimetric, and we let C[0, 1] be the space of continuous real valued functionson [0, 1] equipped with the uniform metric. We let denote Hoffman-Jørgensenweak convergence in a semimetric space or product of semimetric spaces.
 3
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2 Hypothesis tests of Lorenz dominance
 2.1 Hypothesis formulation
 Suppose that F1 : [0,∞) → R and F2 : [0,∞) → R are the cumulative distribu-tion functions (CDFs) of the two income (or wealth, etc.) distributions we areconcerned with. We impose the following regularity conditions on F1 and F2.
 Assumption 2.1. For j = 1, 2, the CDF Fj satisfies Fj(0) = 0 and is continu-ously differentiable on the interior of its support, with strictly positive deriva-tive. Moreover, each Fj has finite (2 + ε)-th absolute moment for some ε > 0.
 Let Q1 and Q2 denote the quantile functions corresponding to F1 and F2
 respectively; that is,
 Qj(p) = inf {x ∈ [0,∞) : Fj(x) ≥ p} , p ∈ [0, 1]. (2.1)
 When Fj has finite first moment µj , as it does under Assumption 2.1, the quan-tile function Qj must be integrable, and its integral satisfies
 ∫ 1
 0Qj(p)dp = µj .
 In this case we may define the Lorenz curve corresponding to Fj by
 Lj(p) =1
 µj
 ∫ p
 0
 Qj(t)dt, p ∈ [0, 1]. (2.2)
 Note that every Lorenz curve is a convex CDF on [0, 1].
 Definition 2.1. Given two CDFs F1 : [0,∞)→ R and F2 : [0,∞)→ R with finitefirst moments, we say that F1 weakly Lorenz dominates F2 if the Lorenz curve L1
 for F1 is nowhere below the Lorenz curve L2 for F2; that is, L1(p) − L2(p) ≥ 0
 for all p ∈ [0, 1]. We generally omit the modifier weakly for brevity.
 The hypotheses we seek to discriminate between are
 H0 : L2(p) ≤ L1(p) for all p ∈ [0, 1],
 H1 : L2(p) > L1(p) for some p ∈ [0, 1].
 The null hypothesis H0 is satisfied when F1 weakly Lorenz dominates F2, whilethe alternative hypothesis H1 is satisfied when such dominance does not occur.
 2.2 Sampling frameworks
 Following Barrett et al. (2014), we consider two alternative frameworks forsampling from F1 and F2. In both frameworks, for j = 1, 2 we observe an
 4

Page 5
                        
                        

independent and identically distributed (iid) sample {Xji }nji=1 drawn from Fj .
 In the first sampling framework, called independent sampling, we assumethat the two samples are independent of one another, and we allow the samplesizes n1 and n2 to differ. In the development of asymptotics, we treat the samplesizes n1 and n2 as functions of an underlying index n ∈ N, such that as n→∞we have
 n1n2
 n1 + n2→∞ and
 n1
 n1 + n2→ λ ∈ [0, 1]. (2.3)
 In the second sampling framework, called matched pairs, we require the twosamples to include the same number of observations n = n1 = n2, and werequire the pairs {(X1
 i , X2i )}ni=1 to be iid. Dependence between paired obser-
 vations is permitted; we denote the bivariate copula characterizing this depen-dence by C. We will require C to have maximal correlation strictly less thanone (see e.g. Beare, 2010, Def. 3.2). In this framework we set λ = 1/2.
 Assumption 2.2. The iid samples {X1i }n1i=1 and {X2
 i }n2i=1 drawn from F1 and F2
 satisfy one of the following conditions.
 (i) (Independent sampling.) {X1i }n1i=1 and {X2
 i }n2i=1 are mutually independent,
 and the sample sizes n1 and n2 satisfy (2.3).
 (ii) (Matched pairs.) The sample sizes n1 and n2 satisfy n1 = n2 = n, thepairs {(X1
 i , X2i )}ni=1 are iid, and the bivariate copula C for those pairs has
 maximal correlation strictly less than one.
 2.3 Construction of test statistics
 For j = 1, 2, define the empirical CDF
 Fj(x) =1
 nj
 nj∑i=1
 1(Xji ≤ x), x ∈ [0,∞),
 the empirical quantile function
 Qj(p) = inf{x ∈ [0,∞) : Fj(x) ≥ p}, p ∈ [0, 1],
 and the empirical Lorenz curve
 Lj(p) =1
 µj
 ∫ p
 0
 Qj(t)dt, p ∈ [0, 1],
 5
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where µj is the sample mean of {Xji }nji=1. The difference between empirical
 Lorenz curves is denoted by
 φ(p) = L2(p)− L1(p), p ∈ [0, 1],
 and the corresponding population quantity is denoted by
 φ(p) = L2(p)− L1(p), p ∈ [0, 1].
 In this paper, all “hatted” quantities are estimated from one or both samples andare implicitly indexed by n1 and/or n2 (or, equivalently, by n).
 The test statistics we consider are those of Barrett et al. (2014). Thesetest statistics are of the form T
 1/2n F(φ), where Tn = n1n2/(n1 + n2), and
 F : C[0, 1] → R is some functional which, loosely speaking, measures the sizeof the positive part of φ. We assume the following property of F . (More will beassumed later.)
 Assumption 2.3. The functional F : C[0, 1] → R is such that, for any h ∈C[0, 1],
 (i) if h(p) ≤ 0 for all p ∈ [0, 1] and h(p) = 0 for some p ∈ [0, 1], then F(h) = 0;
 (ii) if h(p) > 0 for some p ∈ (0, 1), then F(h) > 0.
 Lorenz curves increase from zero to one, so we always have φ(0) = φ(1) =
 0. Therefore, under Assumption 2.3, the null hypothesis H0 is satisfied if andonly if F(φ) = 0, while the alternative hypothesis H1 is satisfied if and only ifF(φ) > 0.
 Following Barrett et al. (2014), we will focus mostly on two particular choicesof F , denoted by S and I. For h ∈ C[0, 1], these functionals are given by
 S(h) = supp∈[0,1]
 h(p) and I(h) =
 ∫ 1
 0
 max{h(p), 0}dp. (2.4)
 Clearly both S and I satisfy Assumption 2.3.
 2.4 Asymptotic analysis
 2.4.1 Weak convergence of empirical Lorenz processes
 As a first step to studying the asymptotic behavior of our test statistics, we seekto establish suitable joint weak convergence of the empirical Lorenz processes
 6
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n1/21 (L1 − L1) and n
 1/22 (L2 − L2). Our approach to the problem is somewhat
 different to that taken by Barrett et al. (2014), and makes use of recent workby Kaji (2018) establishing weak convergence of empirical quantile processesin the L1-semimetric.
 We commence with a statement of the joint weak convergence of the empir-ical processes n1/2
 1 (F1 − F1) and n1/22 (F2 − F2). Let B be a centered Gaussian
 random element of C[0, 1]2 with covariance kernel
 Cov(B(u, v),B(u′, v′)) = C(u ∧ u′, v ∧ v′)− C(u, v)C(u′, v′), (2.5)
 where under Assumption 2.2(i) (independent sampling) C is the product copulaC(u, v) = uv, and under Assumption 2.2(ii) (matched pairs) C is the uniquecopula function for the pair (X1
 i , X2i ). Let B1 and B2 be the centered Gaussian
 random elements of C[0, 1] given by B1(u) = B(u, 1) and B2(u) = B(1, u). Notethat B1 and B2 are Brownian bridges that are independent under independentsampling, but may be dependent in the matched pairs sampling framework. Ineither case, from the classical Donsker theorem it is straightforward to deducethe weak convergence(
 n1/21 (F1 − F1)
 n1/22 (F2 − F2)
 )
 (B1 ◦ F1
 B2 ◦ F2
 )in `∞[0,∞)× `∞[0,∞). (2.6)
 We would like to apply the functional delta method to deduce from (2.6)joint weak convergence of the empirical Lorenz processes. This is a surprisinglytricky problem, and has been solved only recently by Kaji (2018). Kaji’s insightwas to first strengthen the weak convergence in (2.6) so that it obtains undera norm stronger than the uniform norm in each coordinate; see Lemma A.1 fordetails. This can be done when F1 and F2 have finite (2 + ε)-th moment, asthey do under Assumption 2.1. With this strengthening of (2.6), it becomespossible to verify a Hadamard differentiability condition on the mapping fromCDFs to quantile functions that leads, through an application of the functionaldelta method, to the weak convergence(
 n1/21 (Q1 −Q1)
 n1/22 (Q2 −Q2)
 )
 (−Q′1 · B1
 −Q′2 · B2
 )in L1(0, 1)× L1(0, 1). (2.7)
 Here, Q′j is the derivative of Qj . The demonstration of the weak convergence ofempirical quantile processes in L1(0, 1) provided by Kaji (2018) represents a sig-nificant advance over earlier results establishing weak convergence in `∞(0, 1),
 7
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which required unpleasant technical conditions ruling out random variables thatare unbounded or have densities not bounded away from zero on their support.Kaji (2018) also permits random variables to take a finite number of values withpositive probability, but we do not adopt that level of generality here. With (2.7)in hand, another routine application of the functional delta method, which werelegate to Appendix A along with the proofs of further lemmas and propositionsto be stated, leads to the following result establishing joint weak convergenceof the empirical Lorenz processes.
 Lemma 2.1. Under Assumptions 2.1 and 2.2, we have(n
 1/21 (L1 − L1)
 n1/22 (L2 − L2)
 )
 (L1
 L2
 )in C[0, 1]× C[0, 1], (2.8)
 where L1 and L2 are random elements of C[0, 1] given by
 Lj(p) = −∫ p
 0
 L′′j (t)Bj(t)dt+ Lj(p)
 ∫ 1
 0
 L′′j (t)Bj(t)dt, p ∈ [0, 1]. (2.9)
 Moreover, we have
 T 1/2n (φ− φ) L := λ1/2L2 − (1− λ)1/2L1 in C[0, 1]. (2.10)
 Lemma 2.1 is similar to Lemma 3 of Barrett et al. (2014) (which also in-cludes a statement of the almost sure uniform convergence of the empiricalLorenz curve). Barrett et al. (2014) appeal to Bhattacharya (2007) for suffi-cient Hadamard differentiability to deduce the weak convergence of empiricalLorenz processes from the functional delta method. However, Bhattacharya(2007) claims only to establish Hadamard differentiability of the mapping fromCDFs to Lorenz curves when C[0, 1], the codomain of that mapping, is equippedwith the L1-metric rather than the uniform metric. The implied weak conver-gence in (2.10) thus holds only in the weaker L1-metric, and is insufficient toobtain the limit distribution of functionals of T 1/2
 n (φ − φ) that are not continu-ous under the L1-metric, such as the supremum functional S. The new resultsof Kaji (2018) allow us to close this gap and confirm that (2.10) does indeedhold in the uniform metric.
 Much older demonstrations of the weak convergence of empirical Lorenzprocesses, not using the functional delta method, have been provided by Goldie(1977) and Csorgo et al. (1986) under slightly different technical conditions.The proof using the results of Kaji (2018) and the functional delta method has
 8
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the advantage of being easily adapted to our matched pairs sampling frame-work, or to other sampling frameworks under which joint weak convergence ofthe two empirical processes obtains, such as serially dependent sampling un-der a suitable mixing condition. It also provides an immediate justification forbootstrap approximations via the functional delta method for the bootstrap. Re-cent work by Beutner and Zahle (2010, 2016) using an adaptation of the deltamethod to derive limit theory for risk functionals (in particular, average value-at-risk, which is closely related to the Lorenz curve) from the weak convergenceof empirical processes under a weighted norm seems to be related to that of Kaji(2018), and may provide an alternative path to establishing our results, but wehave not worked out the details.
 2.4.2 Asymptotic distribution of test statistics
 Under Assumption 2.3, the null hypothesis of Lorenz dominance is satisfied ifand only if F(φ) = 0. In this case our test statistic satisfies
 T 1/2n F(φ) = T 1/2
 n (F(φ)−F(φ)). (2.11)
 In view of (2.11) and the weak convergence of T 1/2n (φ−φ) established in Lemma
 2.1, it appears that the functional delta method may provide a natural approachto obtaining the limit distribution of our test statistic T 1/2
 n F(φ) under H0. Stan-dard accounts of the functional delta method (Kosorok, 2008) would insist inour setting that the functional F be Hadamard differentiable as a map fromC[0, 1] to R. This is a prohibitively strong requirement that rules out both Sand I as candidate functionals. Fortunately, the functional delta method re-mains valid under a weaker smoothness condition known as Hadamard direc-tional differentiability. This was shown independently by Shapiro (1991) andDumbgen (1993), and has been exploited in a number of recent contributionsto econometrics including Beare and Moon (2015), Kaido (2016), Beare andFang (2017), Seo (2018), Beare and Shi (2019) and Fang and Santos (2019).
 Definition 2.2. Let D and E be normed spaces. A map F : D → E is said to beHadamard directionally differentiable at φ ∈ D if there is a map F ′φ : D → Esuch that
 limn→∞
 ∥∥∥∥F(φ+ tnhn)−F(φ)
 tn−F ′φ(h)
 ∥∥∥∥E
 = 0, (2.12)
 for all sequences {hn} ⊂ D and {tn} ⊂ R+ such that tn ↓ 0 and hn → h ∈ D.
 9
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Hadamard directional differentiability differs from Hadamard differentiabil-ity in that we only consider sequences {tn} converging to zero from above, andwe do not require the approximating map F ′φ to be linear. Though F ′φ maybe nonlinear, it will always be continuous and positive homogeneous of degreeone (Shapiro, 1990). We will see shortly in Remarks 2.1 and 2.2 that Hadamarddirectional differentiability is satisfied by both of the functionals S and I. In de-veloping asymptotic theory for test statistics based on an arbitrary functional F ,we shall assume directly that Hadamard directional differentiability is satisfied.
 Assumption 2.4. The functional F : C[0, 1] → R is Hadamard directionallydifferentiable at φ ∈ C[0, 1], with directional derivative F ′φ : C[0, 1]→ R.
 Remark 2.1. Define the set
 Ψ(φ) = arg maxp∈[0,1]
 φ(p).
 Lemma S.4.9 of Fang and Santos (2019) establishes that the functional S satis-fies Assumption 2.4, with directional derivative
 S ′φ(h) = supp∈Ψ(φ)
 h(p), h ∈ C[0, 1].
 Remark 2.2. Define the sets
 B0(φ) = {p ∈ [0, 1] : φ(p) = 0} and B+(φ) = {p ∈ [0, 1] : φ(p) > 0}.
 Lemma S.4.5 of Fang and Santos (2019) establishes that the functional I satis-fies Assumption 2.4, with directional derivative
 I ′φ(h) =
 ∫B+(φ)
 h(p)dp+
 ∫B0(φ)
 max{h(p), 0}dp, h ∈ C[0, 1].
 The next result follows from Lemma 2.1 by applying the more general ver-sion of the functional delta method due to Shapiro (1991) and Dumbgen (1993).
 Proposition 2.1. Under Assumptions 2.1, 2.2 and 2.4, we have
 T 1/2n (F(φ)−F(φ)) F ′φ(L) in R.
 Suppose further that F satisfies Assumption 2.3. If H0 is satisfied then we have
 T 1/2n F(φ) F ′φ(L) in R,
 10
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whereas if H1 is satisfied then T 1/2n F(φ) diverges in probability to infinity.
 Proposition 2.1 establishes the asymptotic distribution of the test statisticT
 1/2n F(φ) at all points in the null. Barrett et al. (2014) did not provide such
 a characterization. Rather, they observed that if F is monotone and positivehomogeneous of degree one then the inequality T 1/2
 n F(φ) ≤ F(T1/2n (φ− φ)) is
 valid everywhere in the null, and holds with equality when φ = 0. The limit dis-tribution of the right-hand side of the inequality can be obtained from Lemma2.1 by applying the continuous mapping theorem, provided that F is suitablycontinuous. Their critical value is obtained using a bootstrap approximation tothis limit distribution, and yields a test with limiting rejection rate equal to thenominal level when φ = 0, and no greater than the nominal level elsewhere inthe null. In Section 3 we will propose an alternative bootstrap scheme that ap-proximates the relevant upper quantile of the limit distribution F ′φ(L) directly,rather than that of an upper bound. The aim is to improve power.
 3 Modified bootstrap procedure
 3.1 Construction of bootstrap critical values
 We propose to obtain a bootstrap critical value for the test statistic T 1/2n F(φ)
 in the following way. First, we compute from the data an estimate F ′φ of F ′φ,to be discussed in more detail below. Next, we independently generate a largenumber N of bootstrap statistics of the form F ′φ(T
 1/2n (φ∗− φ)). This differs from
 the procedure of Barrett et al. (2014), who generate bootstrap statistics of theform F(T
 1/2n (φ∗ − φ)). To obtain a test with nominal level α we choose as our
 critical value the [N(1 − α)]-th largest of N bootstrap statistics. The estimatedfunctional F ′φ does not vary over bootstrap samples. The bootstrap quantity φ∗
 is constructed as in Barrett et al. (2014). First we construct bootstrap versionsof F1 and F2 by setting
 F ∗j (x) =1
 nj
 nj∑i=1
 W ji,n2
 1(Xji ≤ x), x ∈ [0,∞).
 In the independent sampling framework the weightsW 1n1
 = (W 11,n1
 , . . . ,W 1n1,n1
 )
 and W 2n2
 = (W 21,n2
 , . . . ,W 2n2,n2
 ) are drawn independently of the data and ofone another from the multinomial distribution with probabilities spread evenlyover the categories 1, . . . , n1 and 1, . . . , n2 respectively. In the matched pairssampling framework we set W 1
 n = W 2n , and draw this vector independently
 11
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of the data from the multinomial distribution with probabilities spread evenlyover the categories 1, . . . , n. In either framework, we then compute bootstrapempirical quantile functions
 Q∗j (p) = inf{x ∈ [0,∞) : F ∗j (x) ≥ p}, p ∈ [0, 1],
 and bootstrap empirical Lorenz curves
 L∗j (p) =
 ∫ p
 0
 Q∗j (t)dt
 /∫ 1
 0
 Q∗j (t)dt, p ∈ [0, 1],
 and set φ∗ = L∗2 − L∗1.The estimated functional F ′φ needs to consistently approximate the direc-
 tional derivative F ′φ in a sense to be made precise in Section 3.2. Naturally, the
 choice of F ′φ depends on the choice of F used to construct our test statistic. We
 propose specific estimated functionals S ′φ and I ′φ to be used when F is chosen tobe S or I respectively. These estimated functionals depend on a positive tuningparameter τn and a regularized estimator V (p) of the variance of T 1/2
 n φ(p), tobe discussed in more detail below. Define the estimated contact set
 B0(φ) ={p ∈ [0, 1] :
 ∣∣T 1/2n φ(p)
 ∣∣ ≤ τnV (p)1/2}. (3.1)
 We propose to estimate S ′φ with the functional
 S ′φ(h) = supp∈B0(φ)
 h(p), h ∈ C[0, 1].
 We propose to estimate I ′φ with the functional
 I ′φ(h) =
 ∫B0(φ)
 max{h(p), 0}dp, h ∈ C[0, 1].
 Note that B0(φ) is used to estimate both of the sets B0(φ) and Ψ(φ). Since theLorenz curves L1 and L2 always touch at zero and one, if the null hypothesisis satisfied then the maximum value achieved by φ is zero; thus Ψ(φ) = B0(φ),and a single estimator suffices. The set B+(φ) appearing in the Hadamard di-rectional derivative of I is always empty when the null hypothesis is satisfied,so there is no need for us to estimate it.
 The following formula for the variance of L(p), the limit in distribution ofT
 1/2n (φ(p)− φ(p)) obtained in Lemma 2.1, motivates our choice of V (p).
 12

Page 13
                        
                        

Proposition 3.1. Under Assumptions 2.1 and 2.2, L(p) has variance equal to
 Var
 ((1− λ)1/2
 µ1(L1(p)X1 −Q1(p) ∧X1)− λ1/2
 µ2(L2(p)X2 −Q2(p) ∧X2)
 )for each p ∈ [0, 1].
 Motivated by the variance formula in Proposition 3.1, we propose the fol-lowing (nonregularized) plug-in variance estimators for T 1/2
 n φ(p): under inde-pendent sampling, we set V (p) equal to the sum of the sample variances of thetwo samples {
 T1/2n
 µjn1/2j
 (Lj(p)X
 ji − Qj(p) ∧X
 ji
 )}nji=1
 , j = 1, 2,
 and in the matched pairs sampling framework we set V (p) equal to the samplevariance of{
 T1/2n
 µ1n1/2
 (L1(p)X1
 i − Q1(p) ∧X1i
 )− T
 1/2n
 µ2n1/2
 (L2(p)X2
 i − Q2(p) ∧X2i
 )}ni=1
 .
 Our regularized variance estimator is then given by V (p) = V (p)∨ ν, where ν isa small positive constant, say ν = 0.001. The point of regularization is to ensurethat the threshold τnV (p)1/2 used in the construction of the estimated contactset in (3.1) does not approach zero at p = 0 and p = 1. A similarly regularizedestimator is used by Beare and Shi (2019) to estimate a contact set in a relatedtesting problem.
 The form of the contact set estimator in (3.1) lends a nice interpretationto the tuning parameter τn: each point p ∈ (0, 1) is included in our estimatedcontact set if T 1/2
 n φ(p) is no more than τn estimated standard deviations fromzero. Thus we are effectively using pointwise confidence intervals to selectpoints. In the asymptotic analysis presented in Section 3.2 we will require τn toincrease to infinity at a rate slower than T
 1/2n . In practice, what this means is
 that τn must be large enough for our estimated contact set to include the truecontact set with high probability, but not so large that we include points that thedata indicate we may confidently exclude. For a test with nominal level 0.05and a moderate sample size, a reasonable guess for a good choice of τn mighttherefore be somewhere in the vicinity of 2 or 3. We provide further discussionof the selection of τn in practice in Section 4.2.
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3.2 Asymptotic analysis
 When studying the asymptotic behavior of bootstrap procedures it is useful toemploy a conditional version of weak convergence in which we condition on thedata and allow the bootstrap weights to vary. In our setting, the data are oursamples {X1
 i }n1i=1 and {X2
 i }n2i=1, and the bootstrap weights are the pair of multi-
 nominal random vectors Wn := (W 1n1,W 2
 n2). We write P
 W
 to denote weak con-
 vergence conditional on the data in probability in the sense of Kosorok (2008,pp. 19–20). The following result establishes that, in this sense, the bootstrapprocess T 1/2
 n (φ∗− φ) consistently approximates the weak limit of T 1/2n (φ−φ). It
 can be deduced using the functional delta method for the bootstrap by applyingresults of Kaji (2018).
 Lemma 3.1. Under Assumptions 2.1 and 2.2, we have
 T 1/2n (φ∗ − φ)
 P WL in C[0, 1]. (3.2)
 Given the conditional weak convergence established in Lemma 3.1, when dowe expect the conditional law of F ′φ(T
 1/2n (φ∗ − φ)) to consistently approximate
 F ′φ(L), the limit distribution of our test statistic under H0? This question canbe answered by applying results of Fang and Santos (2019). The following highlevel assumption on F ′φ implies Assumption 4 in their paper.
 Assumption 3.1. The estimated functional F ′φ : C[0, 1]→ R satisfies, for everycompact K ⊆ C[0, 1], the property
 P
 (suph∈K|F ′φ(h)−F ′φ(h)| > ε
 )→ 0.
 Assumption 3.1 may be tricky to verify, depending on the choice ofF and F ′φ.
 Our next result establishes that our proposed estimators S ′φ and I ′φ both satisfyAssumption 3.1 if the tuning parameter τn is chosen to increase to infinity moreslowly than T 1/2
 n .
 Proposition 3.2. Suppose that Assumptions 2.1 and 2.2 are satisfied, and thatτn → ∞ and T−1/2
 n τn → 0 as n → ∞. Then the estimated functionals S ′φ and I ′φsatisfy the condition placed on F ′φ in Assumption 3.1.
 The next result establishes that, if F ′φ is chosen to satisfy Assumption 3.1,
 then the distribution of our bootstrap statistic F ′φ(T1/2n (φ∗ − φ)) conditional on
 the data consistently approximates the weak limit F ′φ(L) appearing in Proposi-tion 2.1. It is proved by applying Theorem 3.2 of Fang and Santos (2019).
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Proposition 3.3. Under Assumptions 2.1, 2.2, 2.4 and 3.1, we have
 F ′φ(T 1/2n (φ∗ − φ))
 P WF ′φ(L) in R. (3.3)
 Let c1−α denote the (1−α)-quantile of the bootstrap law of F ′φ(T1/2n (φ∗−φ)):
 c1−α = inf{c ∈ R : P
 (F ′φ(T 1/2
 n (φ∗ − φ)) ≤ c∣∣∣ {X1
 i }n1i=1, {X
 2i }n2i=1
 )≥ 1− α
 }.
 (3.4)
 In practice we approximate c1−α by computing the [N(1 − α)]-th largest of Nindependently generated bootstrap statistics, with N chosen as large as is com-putationally convenient. The decision rule for our test is
 Reject H0 if T 1/2n F(φ) > c1−α. (3.5)
 The next result characterizes the asymptotic rejection probabilities of our test.
 Proposition 3.4. Suppose that Assumptions 2.1, 2.2, 2.3, 2.4 and 3.1 are satis-fied.
 (i) If H0 is true, and the CDF of F ′φ(L) is continuous and strictly increasing at
 its 1− α quantile, then P(T1/2n F(φ) > c1−α)→ α.
 (ii) If H0 is false, then P(T1/2n F(φ) > c1−α)→ 1.
 Proposition 3.4 establishes that our test consistently rejects arbitrary vio-lations of the null hypothesis, and delivers a limiting rejection rate equal tonominal size at all null configurations for which the CDF of F ′φ(L) is continuousand strictly increasing at its 1 − α quantile. For typical choices of F and withα ∈ (0, 1/2), these configurations will be those for which F ′φ(L) is not degener-ate at zero. The next result establishes that this is the case for the functionals Sand I.
 Proposition 3.5. Suppose that α ∈ (0, 1/2), that Assumptions 2.1, 2.2 and 2.4are satisfied, and that H0 is satisfied. Let L be the random element of C[0, 1]
 appearing in Lemma 2.1. Then:
 (i) Either the CDF of S ′φ(L) is continuous and strictly increasing at its 1 − α
 quantile, or S ′φ(L) is degenerate at zero.
 (ii) Either the CDF of I ′φ(L) is continuous and strictly increasing at its 1 − α
 quantile, or I ′φ(L) is degenerate at zero.
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The null configurations for which F ′φ(L) is not degenerate at zero constitutewhat Linton et al. (2010), in a closely related context, refer to as the boundaryof the null. For the test based on the functional S, the boundary of the nullexcludes the case where the Lorenz curves L1 and L2 touch only at zero andone. For the test based on the functional I, the boundary of the null excludesthe case where L1 and L2 touch only on a set of measure zero. At null con-figurations that are not on the boundary, so that F ′φ(L) is degenerate at zero,Proposition 2.1 tells us that our test statistic converges in probability to zero,while Proposition 3.3 tells us that our bootstrap critical value converges in prob-ability to zero. It is not clear from our results how the rejection rate of our testwill behave asymptotically in this case. This is a common theoretical limitationof tests based on the machinery of Fang and Santos (2019), and also of testsbased on generalized moment selection (Andrews and Soares, 2010; Andrewsand Shi, 2013), where it manifests at null configurations at which no momentinequalities bind. The usual resolution is to replace the bootstrap critical valuec1−α with max{c1−α, η} or c1−α+η, where η is some small positive constant, sayη = 10−6. This prevents the bootstrap critical value from converging in prob-ability to zero alongside the test statistic, thereby forcing the limiting rejectionrate of the test to be zero at null configurations that are not on the boundary.See, for instance, Donald and Hsu (2016, p. 13). We have found in numeri-cal simulations that our test is conservative at null configurations not on theboundary even if we set η equal to zero.
 4 Numerical simulations
 4.1 Simulation design
 We ran a number of Monte Carlo simulations to investigate the finite sampleproperties of our test. Here we confine attention to the independent samplingframework. Simulations for the matched pairs sampling framework, which pro-duced similar results, are reported in Appendix B. In each simulation we setn1 = n2 = 2000 (a modest size for survey data) and based critical values onN = 1000 bootstrap samples, with nominal significance level α = 0.05. Rejec-tion rates were computed over 10000 experimental replications. The contactset estimator for our test was constructed using five different tuning parametervalues: τn = 1, 2, 3, 4,∞. Setting τn =∞ yields the test of Barrett et al. (2014).
 To endow our simulations with a degree of realism we used income distribu-tions belonging to the double Pareto parametric family. Reed (2001, 2003) and
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Toda (2012) provide compelling theoretical and empirical evidence for incomedistributions being well approximated by members of this family. The doublePareto distribution is continuous, with probability density function
 f(x) =
 αβα+βM
 αx−α−1 for x ≥M,
 αβα+βM
 −βxβ−1 for 0 ≤ x < M.
 Here, M > 0 is a scale parameter, which we may set equal to one withoutloss of generality since we are concerned with Lorenz curves, and α, β > 0 areparameters governing the shape of the distribution to the right and left of M .We write X ∼ dP(α, β) to indicate that a random variable X has the doublePareto distribution with M normalized to one and shape parameters α, β. Thisdistribution satisfies Assumption 2.1 provided that α > 2.
 4.2 Size control and tuning parameter selection
 The first simulations we ran were designed to investigate size control and theselection of the tuning parameter τn. We focus on the case where X1 ∼ X2 ∼dP(α, β), so that the two Lorenz curves coincide, and report rejection rates fora range of values for α and β. Reed (2003, Table 1) reports estimates of αand β for the income distributions of the US (1997), Canada (1996), Sri Lanka(1981) and Bohemia (1933). (The estimate of α for the US is misprinted as22.43 instead of 2.43.) He obtains estimates of α ranging from 2.09 to 4.16, andof β ranging from 0.79 to 8.4. Using these numbers as a guide, we computedrejection rates for integer values of α between 2 and 5 and of β between 1 and8. They are reported in Table 4.1.
 It is apparent from Table 4.1 that the test of Barrett et al. (2014), whichcorresponds to setting τn = ∞, is effective in controlling size. This is true evenwhen α = 2, which violates Assumption 2.1. As we reduce τn, the rejectionrates must weakly increase. However, in all cases considered, the rejection rateswith τn = 3 are identical to those with τn =∞. It is not until we reduce τn to 2that we start to see the rejection rates rise, and this is only for the test based onthe functional I; when using S, control of size is lost only when we reduce τnto 1. Based on these results (and on other unreported simulations with samplesizes as small as 200), for tests with a nominal level of 0.05 we suggest usingτn = 2 with the S functional or τn = 3 with the I functional. These choices mayneed to be increased at sample sizes much larger than 2000.
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α τnβ
 1 2 3 4 5 6 7 8F
 =S
 2
 1 12.2 12.4 12.2 12.1 12.1 12.1 12.1 12.12 5.1 4.8 4.8 4.7 4.8 4.8 4.8 4.93 5.1 4.8 4.8 4.7 4.8 4.8 4.8 4.94 5.1 4.8 4.8 4.7 4.8 4.8 4.8 4.9∞ 5.1 4.8 4.8 4.7 4.8 4.8 4.8 4.9
 3
 1 9.8 10.2 10.3 10.4 10.5 10.6 10.8 10.72 4.5 4.4 4.5 4.5 4.6 4.5 4.5 4.53 4.5 4.4 4.5 4.5 4.6 4.5 4.5 4.54 4.5 4.4 4.5 4.5 4.6 4.5 4.5 4.5∞ 4.5 4.4 4.5 4.5 4.6 4.5 4.5 4.5
 4
 1 9.1 9.4 9.7 9.8 9.8 9.9 9.9 9.92 4.7 4.8 4.9 4.8 4.8 4.8 4.9 4.83 4.6 4.7 4.8 4.8 4.8 4.8 4.9 4.84 4.6 4.7 4.8 4.8 4.8 4.8 4.9 4.8∞ 4.6 4.7 4.8 4.8 4.8 4.8 4.9 4.8
 5
 1 9.4 9.2 9.2 9.2 9.5 9.7 9.7 9.92 4.9 4.8 4.8 4.8 4.8 4.7 4.7 4.73 4.9 4.8 4.7 4.8 4.8 4.7 4.7 4.74 4.9 4.8 4.7 4.8 4.8 4.7 4.7 4.7∞ 4.9 4.8 4.7 4.8 4.8 4.7 4.7 4.7
 F=
 I
 2
 1 17.5 17.4 17.4 17.6 17.5 17.6 17.6 17.72 5.7 5.6 5.5 5.4 5.3 5.5 5.5 5.53 5.4 5.3 5.3 5.2 5.2 5.3 5.3 5.34 5.4 5.3 5.3 5.2 5.2 5.3 5.3 5.3∞ 5.4 5.3 5.3 5.2 5.2 5.3 5.3 5.3
 3
 1 16.5 16.5 16.9 16.9 16.8 16.8 16.9 17.02 5.6 5.5 5.6 5.4 5.4 5.4 5.3 5.33 4.9 4.9 5.0 5.0 5.0 4.8 5.0 5.04 4.9 4.9 5.0 5.0 5.0 4.8 5.0 5.0∞ 4.9 4.9 5.0 5.0 5.0 4.8 5.0 5.0
 4
 1 16.8 16.5 16.6 16.7 16.6 16.6 16.7 16.72 6.0 5.7 5.6 5.7 5.8 5.7 5.7 5.63 5.1 5.0 5.0 5.1 5.2 5.2 5.2 5.24 5.1 5.0 5.0 5.1 5.2 5.2 5.2 5.2∞ 5.1 5.0 5.0 5.1 5.2 5.2 5.2 5.2
 5
 1 16.5 16.4 16.3 16.6 16.5 16.6 16.8 16.82 6.1 5.9 5.9 5.8 5.8 5.9 5.7 5.73 5.2 5.1 5.0 5.0 5.0 5.2 5.2 5.14 5.2 5.1 5.0 5.0 5.0 5.2 5.2 5.1∞ 5.2 5.1 5.0 5.0 5.0 5.2 5.2 5.1
 Table 4.1: Null rejection rates with X1 ∼ X2 ∼ dP(α, β) and independentsamples of size n1 = n2 = 2000. Rejection rates are in bold when they exceedthe corresponding rate obtained with τn = ∞ by more than 0.1 percentagepoint.
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 Figure 4.1: Lorenz curves for X1 (solid), X2(1.5) (dashed) and X2
 (4) (dotted).
 4.3 Power comparison
 The next simulations we ran involved power comparisons. In each iteration thedata {X1
 i }n1i=1 were generated as independent copies of X1 ∼ dP(3, 1.5), and
 the data {X2i }n2i=1 were generated as independent copies of X2
 (β) ∼ dP(2.1, β),whose law is parametrized by β. We allowed β to vary between 1.5 and 4 inincrements of 0.1. The Lorenz curves corresponding to X1, X2
 (1.5) and X2(4) are
 displayed in Figure 4.1. The Lorenz curve for X2(1.5) is everywhere equal to or
 less than the Lorenz curve for X1, so that the null hypothesis that X1 Lorenzdominates X2
 (1.5) is satisfied. The Lorenz curve for X2(4) crosses that for X1, so
 that the null hypothesis is not satisfied. In fact, X1 does not Lorenz dominateX2
 (β) whenever β > 1.5.Using data from the Current Population Survey from 2000–2009, Toda (2012,
 Fig. 2) finds that the US income distribution is well approximated by the dP(α, β)
 distribution with α ≈ 2.5 and β ≈ 1.5. Thus, the Lorenz curve for X1 (resp.X2
 (1.5)) is similar to that for the US income distribution, but with a somewhatlighter (resp. heavier) concentration of wealth toward the upper quantiles. Aswe increase β from 1.5 to 4, the Lorenz curve for X2
 (β) shifts so that incomeinequality among the lower income quantiles is reduced, and neither X1 norX2
 (β) Lorenz dominate the other.The results of our simulations are displayed in Figure 4.2. Here we see
 immediately that power improves substantially as the tuning parameter τn isreduced. This is particularly true for the test based on the functional I. Whenτn = ∞ the test based on the functional S exhibits substantially more powerthan the test based on the functional I, but as τn is reduced this ordering is
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 (b) F = I
 β
 Figure 4.2: Power with X1 ∼ dP(3, 1.5) and X2(β) ∼ dP(2.1, β) as a function of
 the parameter β. Going from top to bottom in each panel, the five power curvescorrespond to our test with τn = 1, 2, 3, 4, and the test of Barrett et al. (2014).Samples are independent with n1 = n2 = 2000.
 reversed. Using our recommended tuning parameters of τn = 2 with the Sfunctional and τn = 3 with the I functional, we obtain slightly more powerwith the I functional.
 A Proofs and supplementary lemmas
 Let L be the space of maps h : [0,∞) → R that have right-limits h(∞) :=
 limx→∞ h(x) and are bounded and satisfy∫∞
 0|h(x) − h(∞)|dx < ∞. Equip L
 with the norm
 ‖h‖L :=
 (sup
 x∈[0,∞)
 |h(x)|
 )∨(∫ ∞
 0
 |h(x)− h(∞)|dx).
 The following lemma is used in the proof of Lemma 2.1.
 Lemma A.1. Under Assumptions 2.1 and 2.2, we have(n
 1/21 (F1 − F1)
 n1/22 (F2 − F2)
 )
 (B1 ◦ F1
 B2 ◦ F2
 )in L× L. (A.1)
 Proof of Lemma A.1. Proposition 1.2 of Kaji (2018) gives us the convergences
 n1/21 (F1 − F1) B1 ◦ F1 and n
 1/22 (F2 − F2) B2 ◦ F2 in L.
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Under Assumption 2.2(i) (independent sampling) we immediately deduce that(A.1) holds. Under Assumption 2.2(ii) (matched pairs) it remains for us toshow that the convergence holds jointly. In view of Lemmas 7.12 and 7.14of Kosorok (2008), the weak convergence of the sequences n1/2(F1 − F1) andn1/2(F2 − F2) in L implies that the sequence (n1/2(F1 − F1), n1/2(F2 − F2)) inL × L is asymptotically measurable and asymptotically tight. Thus Prohorov’stheorem (Kosorok, 2008, Thm. 7.13) implies that every subsequence of oursequence in L × L has a further subsequence that converges weakly. All suchweak limits must be equal to (B1 ◦F1,B2 ◦F2), because otherwise we could nothave the weak convergence to that limit in (2.6) obtained using the (weaker)uniform norm instead of ‖ · ‖L. (Weak limits are unique; see Kosorok, 2008, p.108.) Thus we obtain the claimed weak convergence in L× L.
 Proof of Lemma 2.1. The joint weak convergence of empirical quantile processesin (2.7) follows from Lemma A.1 by applying the functional delta method (seee.g. Kosorok, 2008, Thm. 2.8), using Theorem 1.3 of Kaji (2018) to obtain suit-able Hadamard differentiability of the map from distribution functions to quan-tile functions. To show that (2.7) implies the joint weak convergence of empiri-cal Lorenz processes in (2.8), we again apply the functional delta method. Thisentails verifying suitable Hadamard differentiability of the map from quantilefunctions to Lorenz curves. Let C[0, 1] be the collection of functions in C[0, 1]
 that are not equal to zero at one, and define the maps G : L1(0, 1)→ C[0, 1] andH : C[0, 1] ⊂ C[0, 1]→ C[0, 1] by
 G(Q) =
 ∫ •
 0
 Q(t)dt and H(R) =R(·)R(1)
 .
 The map G is linear, and thus its own Hadamard derivative. For any R ∈ C[0, 1]
 and any sequences {hn} ⊂ C[0, 1] and {tn} ⊂ R \ {0} such that tn → 0 andhn → h ∈ C[0, 1] as n→∞, and R+ tnhn ∈ C[0, 1] for all n, we have
 H(R+ tnhn)−H(R)
 tn=
 1
 tn
 (R(·) + tnhn(·)R(1) + tnhn(1)
 − R(·)R(1)
 )=
 hn(·)R(1) + tnhn(1)
 − hn(1)R(·)R(1)2 + tnhn(1)R(1)
 → h(·)R(1)
 − h(1)R(·)R(1)2
 (A.2)
 in the uniform metric. Thus H is Hadamard differentiable, with derivativeH′R(h) given by the limit in (A.2). The composition H ◦ G is the map from
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quantile functions to Lorenz curves whose Hadamard differentiability we seekto establish. The chain rule for Hadamard derivatives (Kosorok, 2008, Lem.6.19) implies its differentiability at any Q ∈ L1(0, 1) with nonzero integral,with derivative
 (H ◦ G)′Q(h) = (H′G(Q) ◦ G′Q)(h) =
 1
 µ
 ∫ •
 0
 h(t)dt− 1
 µ2
 ∫ 1
 0
 h(t)dt
 ∫ •
 0
 Q(t)dt,
 where we define µ =∫ 1
 0Q(t)dt. Thus, by applying the functional delta method
 to the weak convergence (2.7), we obtain(n
 1/21 (L1 − L1)
 n1/22 (L2 − L2)
 )=
 (n
 1/21 ((H ◦ G)(Q1)− (H ◦ G)(Q1))
 n1/22 ((H ◦ G)(Q2)− (H ◦ G)(Q2))
 )
 ((H ◦ G)′Q1
 (−Q′1 · B1)
 (H ◦ G)′Q2(−Q′2 · B2)
 )=
 (L1
 L2
 )(A.3)
 in C[0, 1]× C[0, 1], as claimed.It remains to establish (2.10). To achieve this we augment (A.3) to obtain n
 1/21 (L1 − L1)
 n1/22 (L2 − L2)
 n1/(n1 + n2)
 L1
 L2
 λ
 in C[0, 1]× C[0, 1]× [0, 1],
 and let θ be the continuous map from C[0, 1]×C[0, 1]× [0, 1] to C[0, 1] given byθ(g, h, u) = u1/2h− (1− u)1/2g. Noting that
 θ(n
 1/21 (L1 − L1), n
 1/22 (L2 − L2), n1/(n1 + n2)
 )= T 1/2
 n (φ− φ)
 and that θ(L1,L2, λ) = L, we obtain (2.10) by applying the continuous mappingtheorem (Kosorok, 2008, Thm. 7.7).
 Proof of Proposition 2.1. Immediate from Lemma 2.1 by applying the functionaldelta method using the directionally differentiable functional F (see e.g. Fangand Santos, 2019, Thm. 2.1).
 For j = 1, 2 and p, t ∈ (0, 1), define
 Hj,p(t) =1
 µj
 (Lj(p)Qj(t)−Qj(t ∧ p)
 ).
 Note that Hj,p(·) is square-integrable under Assumption 2.1. The following
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lemma is used in the proofs of Propositions 3.1 and 3.5.
 Lemma A.2. Under Assumptions 2.1 and 2.2, the Lorenz processes L1 and L2
 satisfy Var(L1(p)) = Var(H1,p(U)), Var(L2(p)) = Var(H2,p(V )), and
 Cov(L1(p),L2(p)) = Cov(H1,p(U), H2,p(V ))
 for each p ∈ (0, 1), where (U, V ) is a pair of random variables with joint CDF givenby the copula C.
 Proof of Lemma A.2. In view of (2.5), the covariances between the Brownianbridges B1 and B2 satisfy
 Cov(B1(s),B2(t)) = C(s, t)− st, s, t ∈ [0, 1], (A.4)
 where under Assumption 2.2(i) (independent sampling), C is the product cop-ula, and under Assumption 2.2(ii) (matched pairs), C is the bivariate copulacommon to the pairs (X1
 i , X2i ). For j = 1, 2 and p, t ∈ (0, 1), define
 hj,p(t) =1
 µj(Lj(p)− 1(t ≤ p))Q′j(t).
 Note that almost sure integrability of hj,p(·)Bj(·) follows from the weak conver-gence n1/2
 j (Qj−Qj) −Q′j ·Bj in L1(0, 1) established by Kaji (2018). Note alsothat Lj(p) =
 ∫ 1
 0hj,p(t)Bj(t)dt. Therefore, applying (A.4) and Fubini’s theorem,
 we obtain
 Cov (L1(p),L2(p)) =
 ∫ 1
 0
 ∫ 1
 0
 h1,p(s)h2,p(t)(C(s, t)− st)dsdt.
 The function Hj,p is the antiderivative of hj,p: it satisfies Hj,p(·) =∫ •
 0hj,pdt.
 A generalization of Hoeffding’s lemma due to Lo (2017, Thm. 3.1) – see alsoCuadras (2002) and Beare (2009) – thus implies that
 Cov(H1,p(U), H2,p(V )) =
 ∫ 1
 0
 ∫ 1
 0
 h1,p(s)h2,p(t)(C(s, t)− st)dsdt.
 This proves our claimed covariance formula. From this we obtain the claimedvariance formulas for L1(p) and L2(p) by setting F1 = F2 and setting C equal tothe Frechet-Hoeffding upper bound, so that H1,p(U) = H2,p(V ) almost surely.(Note that the derivation of our covariance formula was valid for any copula C,including the Frechet-Hoeffding upper bound.)
 23

Page 24
                        
                        

Proof of Proposition 3.1. The CDFs F1 and F2 are continuous under Assumption2.1, so (F1(X1), F2(X2)) is a pair of random variables with joint CDF given bythe copula C. It therefore follows from Lemma A.2 that
 Var(Lj(p)) = Var(Hj,p(Fj(Xj))) = Var
 (1
 µj(Lj(p)X
 j −Qj(p) ∧Xj)
 )for j = 1, 2, and
 Cov(L1(p),L2(p)) = Cov(H1,p(F1(X1)), H2,p(F2(X2)))
 = Cov
 (1
 µ1(L1(p)X1 −Q1(p) ∧X1),
 1
 µ2(L2(p)X2 −Q2(p) ∧X2)
 ).
 The desired result follows easily.
 Let as∗ W
 denote weak convergence conditional on the data almost surely in the
 sense of Kosorok (2008, pp. 19–20). The next lemma is used to prove Lemma3.1.
 Lemma A.3. Under Assumptions 2.1 and 2.2, we have(n
 1/21 (F ∗1 − F1)
 n1/22 (F ∗2 − F2)
 )as∗ W
 (B1 ◦ F1
 B2 ◦ F2
 )in L× L. (A.5)
 Proof of Lemma A.3. Standard results on bootstrapping empirical processes (seee.g. Kosorok, 2008, Thm. 2.7) imply the weak convergence(
 n1/21 (F ∗1 − F1)
 n1/22 (F ∗2 − F2)
 )as∗ W
 (B1 ◦ F1
 B2 ◦ F2
 )in `∞[0,∞)× `∞[0,∞). (A.6)
 Our task is to strengthen the norm in which this weak convergence obtains.Lemmas 1.G.1, 1.G.2 and 1.G.3 of Kaji (2018), and the surrounding discussion,establish that
 n1/21 (F ∗1 − F1)
 P WB1 ◦ F1 and n
 1/22 (F ∗2 − F2)
 P WB2 ◦ F2 in L. (A.7)
 In fact, the conclusion of Lemma 1.G.3 of Kaji (2018) can be strengthened tohold outer almost surely rather than in outer probability by arguing as in thefirst paragraph of the proof of Theorem 2.9.7 of van der Vaart and Wellner(1996) to show that (in Kaji’s notation) Eξ‖Z′n‖∗Lµ,δ → 0 outer almost surelyas n → ∞ followed by δ ↓ 0. With this strengthening, Kaji’s results imply the
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stronger convergences
 n1/21 (F ∗1 − F1)
 as∗ WB1 ◦ F1 and n
 1/22 (F ∗2 − F2)
 as∗ WB2 ◦ F2 in L. (A.8)
 Under Assumption 2.2(i) (independent sampling) we immediately deduce that(A.5) holds. Under Assumption 2.2(ii) (matched pairs) it remains for us to showthat the convergence holds jointly. To achieve this we will argue as in the proofof Lemma A.1 while holding the data fixed. Holding {(X1
 i , X2i )}∞i=1 fixed at any
 point outside a set of outer probability zero, we deduce from (A.8) that the se-quence (n1/2(F ∗1 − F1), n1/2(F ∗2 − F2)) in L × L is asymptotically measurableand asymptotically tight (Kosorok, 2008, Lems. 7.12, 7.14). We then obtain(A.5) by applying Prohorov’s theorem and observing that no subsequence ofour sequence in L×L may have a weak limit different to (B1 ◦F1,B2 ◦F2) with-out contradicting the weak convergence in (A.6) obtained using the (weaker)uniform norm instead of ‖ · ‖L.
 Proof of Lemma 3.1. The conditional weak convergence(n
 1/21 (Q∗1 − Q1)
 n1/22 (Q∗2 − Q2)
 )P W
 (−Q′1 · B1
 −Q′2 · B2
 )in L1(0, 1)× L1(0, 1)
 may be obtained from Lemma A.3 by applying the functional delta method forthe bootstrap (Kosorok, 2008, Thm. 2.9), using Theorem 1.3 of Kaji (2018)to obtain suitable Hadamard differentiability of the map from distribution func-tions to quantile functions. In view of the Hadamard differentiability of the mapfrom quantile functions to Lorenz curves established in the proof of Lemma 2.1,another application of the functional delta method for the bootstrap yields(
 n1/21 (L∗1 − L1)
 n1/22 (L∗2 − L2)
 )P W
 (L1
 L2
 )in C[0, 1]× C[0, 1]. (A.9)
 From this we may deduce the claimed conditional weak convergence by apply-ing a conditional version of the continuous mapping theorem (Kosorok, 2008,Prop. 10.7) with the map θ defined at the end of the proof of Lemma 2.1.
 For δ > 0, define Bδ(φ) = {p ∈ [0, 1] : |φ(p)| ≤ δ}. The following lemma isused in the proof of Proposition 3.2.
 Lemma A.4. Suppose that Assumptions 2.1 and 2.2 are satisfied, and that τn →
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∞ and T−1/2n τn → 0 as n→∞. If H0 is true, then for any δ > 0 we have
 P(B0(φ) ⊆ B0(φ) ⊆ Bδ(φ)
 )→ 1.
 Proof of Lemma A.4. We first show that supp∈[0,1] V (p) isOa.s.(1). Since Lj(p)Xji
 and Qj(p) ∧Xji are both nonnegative and |Lj(p)| ≤ 1, we have∣∣Lj(p)Xj
 i − Qj(p) ∧Xji
 ∣∣ ≤ (Lj(p)Xji
 )∨(Qj(p) ∧Xj
 i
 )≤ Xj
 i ,
 for j = 1, 2 and p ∈ [0, 1]. Using this bound and the strong law of large numbers,it is simple to show that V satisfies
 supp∈[0,1]
 V (p) ≤ Tnµ2
 1n21
 n1∑i=1
 (X1i )2 +
 Tnµ2
 2n22
 n2∑i=1
 (X2i )2 → 1− λ
 µ21
 E(X1)2 +λ
 µ22
 E(X2)2
 almost surely under Assumption 2.2(i) (independent sampling), or
 supp∈[0,1]
 V (p) ≤ 1
 2n
 n∑i=1
 (1
 µ1X1i +
 1
 µ2X2i
 )2
 ≤ 1
 µ21n
 n∑i=1
 (X1i )2 +
 1
 µ22n
 n∑i=1
 (X2i )2
 → 1
 µ21
 E(X1)2 +1
 µ22
 E(X2)2
 almost surely under Assumption 2.2(ii) (matched pairs). Thus supp∈[0,1] V (p) isOa.s.(1) as claimed.
 Let ‖ · ‖ denote the uniform norm on C[0, 1]. The set B0(φ) will containB0(φ) if |T 1/2
 n (φ(p) − φ(p))| ≤ τnV (p)1/2 for all p ∈ [0, 1]. Since V (p) ≥ ν, thiswill certainly be true if ‖T 1/2
 n (φ− φ)‖ ≤ τnν1/2. Therefore,
 P(B0(φ) ⊆ B0(φ)
 )≥ P
 (‖T 1/2
 n (φ− φ)‖ ≤ τnν1/2)→ 1,
 with the convergence to one following from the fact that τnν1/2 → ∞ whileT
 1/2n (φ− φ) L in C[0, 1] by Lemma 2.1.
 Let εn = T−1/2n τn supp∈[0,1] V (p). Since supp∈[0,1] V (p) is Oa.s.(1), we have
 εn → 0 almost surely. The set Bδ(φ) will contain B0(φ) if |φ(p)| ≤ δ whenever|T 1/2n φ(p)| ≤ τnV (p)1/2. If εn < δ, then this occurs if φ is everywhere within
 δ − εn of φ. Since εn → 0 almost surely, for sufficiently large n we thereforehave
 P(B0(φ) ⊆ Bδ(φ)
 )≥ P
 (‖T 1/2
 n (φ− φ)‖ ≤ T 1/2n (δ − εn)
 )→ 1,
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with the convergence to one following from the fact that T 1/2n (δ − εn) → ∞
 almost surely while T 1/2n (φ− φ) L in C[0, 1] by Lemma 2.1.
 Proof of Proposition 3.2. It is easy to see that our estimated functionals satisfythe Lipschitz conditions
 |S ′φ(h1)− S ′φ(h2)| ≤ ‖h1 − h2‖ and |I ′φ(h1)− I ′φ(h2)| ≤ ‖h1 − h2‖
 for h1, h2 ∈ C[0, 1]. Therefore, Lemma S.3.6 of Fang and Santos (2019) impliesthat a sufficient condition for S ′φ and I ′φ to satisfy their Assumption 4 is that, forany ε > 0,
 P(∣∣∣S ′φ(h)− S ′φ(h)
 ∣∣∣ > ε)→ 0 and P
 (∣∣∣I ′φ(h)− I ′φ(h)∣∣∣ > ε
 )→ 0 (A.10)
 for each h ∈ C[0, 1]. Moreover, since n1/2(φ∗ − φ) is a Borel measurable mapinto the separable space C[0, 1], Assumption 4 of Fang and Santos (2019) isequivalent to our Assumption 3.1; see their Remark 3.3. Thus we need onlyverify (A.10).
 To verify the first part of (A.10), fix h ∈ C[0, 1] and ε > 0, and choose δ > 0
 small enough that |h(p) − h(q)| < ε whenever |p − q| < δ. Next choose η > 0
 small enough that |p− q| < δ for some q ∈ B0(φ) whenever p ∈ Bη(φ). Observethat if
 B0(φ) ⊆ B0(φ) ⊆ Bη(φ),
 then it must be the case that∣∣∣S ′φ(h)− S ′φ(h)∣∣∣ ≤ sup
 p∈Bη(φ)
 h(p)− supp∈B0(φ)
 h(p) ≤ ε.
 The first part of (A.10) now follows from Lemma A.4.To verify the second part of (A.10), fix h ∈ C[0, 1] and ε > 0, and choose
 δ > 0 small enough that
 ‖h‖∫ 1
 0
 1(0 < |φ(p)| ≤ δ)dp ≤ ε,
 which is possible by the dominated convergence theorem. Observe that if
 B0(φ) ⊆ B0(φ) ⊆ Bδ(φ),
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then it must be the case that∣∣∣I ′φ(h)− I ′φ(h)∣∣∣ ≤ ‖h‖ ∫ 1
 0
 1(0 < |φ(p)| ≤ δ)dp ≤ ε.
 The second part of (A.10) now follows from Lemma A.4.
 Proof of Proposition 3.3. Conditional weak convergence follows from Theorem3.2 of Fang and Santos (2019). We need only verify Assumptions 1–4 of theirresult. Their Assumption 1 is implied by our Assumption 2.4. Their Assumption2 is implied by our Lemma 2.1. Their Assumption 3 is implied by our Lemma3.1. Their Assumption 4 is implied by our Assumption 3.1 (see their Remark3.3).
 Proof of Proposition 3.4. Part (i) follows from Theorem 3.3 of Fang and Santos(2019), whose local analysis reduces to a statement about pointwise size controlwhen we set λ = 0. The first four of their assumptions were verified in ourproof of Proposition 3.3, and the fifth is redundant when λ = 0. Part (ii) istrue because F(φ) → F(φ) > 0 in probability as n → ∞ under H1 (due tothe uniform consistency of φ implied by Lemma 2.1) and c1−α is bounded inprobability as n→∞ (a consequence of Proposition 3.3).
 The following lemma is used in the proof of Proposition 3.5.
 Lemma A.5. Under Assumptions 2.1 and 2.2, the variance of L(p) is strictly pos-itive for all p ∈ (0, 1).
 Proof. Under Assumption 2.2(i) (independent sampling) L1(p) and L2(p) areindependent. Therefore, since each of them has strictly positive variance forp ∈ (0, 1) by Lemma A.2, their weighted difference L(p) trivially also has strictlypositive variance. It remains to establish that L(p) has strictly positive varianceunder Assumption 2.2(ii) (matched pairs). Since C has maximal correlationstrictly less than one, we must have
 Cov (H1,p(U), H2,p(V )) <√
 Var(H1,p(U))Var(H2,p(V )). (A.11)
 We thus deduce from Lemma A.2 that
 Cov (L1(p),L2(p)) <√
 Var(L1(p))Var(L2(p)), (A.12)
 meaning that the correlation between L1(p) and L2(p) must be strictly less thanone. The weighted difference L(p) therefore cannot have zero variance.
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Proof of Proposition 3.5. We first observe that since L is Gaussian and the di-rectional derivatives S ′φ and I ′φ are continuous and convex, Theorem 11.1 ofDavydov et al. (1998) can be used to show that the CDFs of S ′φ(L) and I ′φ(L)
 are continuous everywhere except perhaps at zero, and that if either CDF as-signs probability less than one to zero, then it is strictly increasing on (0,∞).Thus if either CDF is not continuous and strictly increasing at its 1−α quantile,then it must assign probability of at least 1− α to zero.
 To demonstrate claim (a), observe that if the set Ψ(φ) includes some pointp0 /∈ {0, 1}, then
 P(S ′φ(L) > 0
 )≥ P
 (L(p0) > 0
 )=
 1
 2,
 with the final equality following from Lemma A.5 and the fact that L(p0) is acentered Gaussian random variable. Thus the CDF of S ′φ(L) can assign proba-bility of no greater than one half to zero. Since 1 − α > 1/2, we conclude thatthe CDF must be continuous and strictly increasing at its 1−α quantile. On theother hand, if Ψ(φ) does not include any point p0 /∈ {0, 1}, then clearly S ′φ(L) isdegenerate at zero.
 To demonstrate claim (b), suppose that I ′φ(L) is not degenerate at zero.Since we have assumed H0 to be satisfied, we have B+(φ) = ∅, and so B0(φ)
 must be a set of positive measure. Thus the Lebesgue density theorem ensuresthe existence of p0 ∈ B0∩ (0, 1) such that the set (p0−ε, p0 +ε)∩B0 has positivemeasure for all ε > 0. Since L(p) is continuous in p, if L(p0) > 0 then we musthave L > 0 on (p0 − ε, p0 + ε) for some ε > 0, implying that
 I ′φ(L) ≥∫
 (p0−ε,p0+ε)∩B0
 L(p)dp > 0.
 Thus we have
 P(I ′φ(L) > 0
 )≥ P
 (L(p0) > 0
 )=
 1
 2,
 with the final equality following from Lemma A.5 and the fact that L(p0) is acentered Gaussian random variable. Thus the CDF of I ′φ(L) can assign probabil-ity of no greater than one half to zero, and since 1− α > 1/2, we conclude thatthe CDF must be continuous and strictly increasing at its 1− α quantile.
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B Further numerical simulations
 The numerical simulations reported in Section 4 pertained to the independentsampling framework. Here we report analogous simulations for the matchedpairs sampling framework. The simulation design is the same as describedin Section 4.1, except that dependence between pairs was induced by link-ing the random variables X1
 i and X2i with a Gaussian copula with parameter
 ρ = 0.25, 0.5, 0.75. In Tables B.1, B.2 and B.3 we report results analogous tothose reported in Table 4.1, and in Figure B.1 we report results analogous tothose reported in Figure 4.2. Qualitatively, the results for the matched pairssampling framework are similar to those for the independent sampling frame-work. Increasing the dependence between pairs appears to reduce the nullrejection rates with smaller tuning parameter choices.
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α τnβ
 1 2 3 4 5 6 7 8F
 =S
 2
 1 12.4 12.3 12.3 12.2 12.2 12.3 12.3 12.32 5.1 4.9 4.9 4.9 4.9 4.9 4.9 4.93 5.1 4.9 4.9 4.9 4.9 4.9 4.9 4.94 5.1 4.9 4.9 4.9 4.9 4.9 4.9 4.9∞ 5.1 4.9 4.9 4.9 4.9 4.9 4.9 4.9
 3
 1 9.9 10.3 10.3 10.2 10.2 10.2 10.1 10.12 4.7 4.5 4.5 4.5 4.5 4.5 4.5 4.63 4.7 4.5 4.5 4.5 4.5 4.5 4.5 4.64 4.7 4.5 4.5 4.5 4.5 4.5 4.5 4.6∞ 4.7 4.5 4.5 4.5 4.5 4.5 4.5 4.6
 4
 1 8.6 9.0 9.4 9.6 9.7 9.7 9.7 9.72 4.8 4.7 4.7 4.7 4.7 4.7 4.7 4.73 4.7 4.7 4.7 4.7 4.7 4.7 4.7 4.64 4.7 4.7 4.7 4.7 4.7 4.7 4.7 4.6∞ 4.7 4.7 4.7 4.7 4.7 4.7 4.7 4.6
 5
 1 8.5 8.9 9.1 9.2 9.3 9.2 9.2 9.32 4.9 4.7 4.8 4.8 4.7 4.7 4.7 4.73 4.9 4.7 4.8 4.8 4.7 4.7 4.7 4.74 4.9 4.7 4.8 4.8 4.7 4.7 4.7 4.7∞ 4.9 4.7 4.8 4.8 4.7 4.7 4.7 4.7
 F=
 I
 2
 1 17.8 17.3 17.2 17.1 17.0 17.1 17.0 17.02 5.9 5.6 5.6 5.5 5.5 5.5 5.5 5.53 5.5 5.4 5.4 5.4 5.4 5.4 5.4 5.44 5.5 5.4 5.4 5.4 5.4 5.4 5.4 5.4∞ 5.5 5.4 5.4 5.4 5.4 5.4 5.4 5.4
 3
 1 16.5 16.6 16.3 16.3 16.4 16.3 16.1 16.12 5.6 5.3 5.3 5.2 5.1 5.1 5.1 5.13 5.1 4.9 4.9 4.8 4.8 4.8 4.8 4.84 5.1 4.9 4.8 4.8 4.8 4.8 4.8 4.8∞ 5.1 4.9 4.8 4.8 4.8 4.8 4.8 4.8
 4
 1 15.2 15.7 15.9 15.7 15.9 15.7 15.7 15.82 5.5 5.5 5.5 5.5 5.4 5.5 5.5 5.53 5.0 5.1 5.0 5.1 5.1 5.2 5.3 5.24 5.0 5.1 5.0 5.1 5.1 5.2 5.3 5.2∞ 5.0 5.1 5.0 5.1 5.1 5.2 5.3 5.2
 5
 1 15.2 15.6 15.9 16.2 16.1 16.0 15.9 15.82 5.5 5.6 5.6 5.6 5.8 5.6 5.5 5.53 5.2 5.1 5.1 5.2 5.3 5.3 5.2 5.24 5.2 5.1 5.1 5.2 5.3 5.3 5.2 5.2∞ 5.2 5.1 5.1 5.2 5.3 5.3 5.2 5.2
 Table B.1: Null rejection rates withX1 ∼ X2 ∼ dP(α, β) and n = 2000 matchedpairs linked by a Gaussian copula with correlation parameter ρ = 0.25. Rejec-tion rates are in bold when they exceed the corresponding rate obtained withτn =∞ by more than 0.1 percentage point.
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α τnβ
 1 2 3 4 5 6 7 8F
 =S
 2
 1 11.6 11.3 11.2 11.2 11.2 11.2 11.2 11.22 5.7 5.5 5.4 5.4 5.4 5.4 5.4 5.33 5.7 5.5 5.4 5.4 5.4 5.3 5.3 5.34 5.7 5.5 5.4 5.4 5.4 5.3 5.3 5.3∞ 5.7 5.5 5.4 5.4 5.4 5.3 5.3 5.3
 3
 1 8.8 8.8 8.7 8.6 8.6 8.5 8.5 8.52 4.7 4.6 4.5 4.6 4.6 4.6 4.6 4.63 4.7 4.6 4.5 4.6 4.6 4.6 4.6 4.64 4.7 4.6 4.5 4.6 4.6 4.6 4.6 4.6∞ 4.7 4.6 4.5 4.6 4.6 4.6 4.6 4.6
 4
 1 7.6 7.9 8.1 8.0 8.0 8.0 8.0 8.02 5.0 5.0 5.0 4.9 4.8 4.9 4.8 4.83 5.0 5.0 5.0 4.9 4.8 4.9 4.8 4.84 5.0 5.0 5.0 4.9 4.8 4.9 4.8 4.8∞ 5.0 5.0 5.0 4.9 4.8 4.9 4.8 4.8
 5
 1 6.5 7.3 7.4 7.6 7.6 7.5 7.5 7.52 4.7 4.7 4.6 4.7 4.7 4.7 4.7 4.63 4.7 4.7 4.6 4.7 4.7 4.7 4.7 4.64 4.7 4.7 4.6 4.7 4.7 4.7 4.7 4.6∞ 4.7 4.7 4.6 4.7 4.7 4.7 4.7 4.6
 F=
 I
 2
 1 15.9 15.4 15.2 15.1 15.0 15.0 15.0 14.92 5.9 6.0 5.8 5.9 5.8 5.8 5.8 5.83 5.8 5.9 5.7 5.8 5.8 5.8 5.7 5.74 5.8 5.9 5.7 5.8 5.8 5.8 5.7 5.7∞ 5.8 5.9 5.7 5.8 5.8 5.8 5.7 5.7
 3
 1 13.7 13.6 13.2 13.0 12.8 12.7 12.7 12.62 5.4 5.5 5.4 5.3 5.2 5.1 5.1 5.13 5.2 5.3 5.3 5.2 5.1 5.1 5.0 5.14 5.2 5.3 5.3 5.2 5.1 5.1 5.0 5.1∞ 5.2 5.3 5.3 5.2 5.1 5.1 5.0 5.1
 4
 1 12.8 12.8 12.7 12.6 12.6 12.7 12.6 12.52 5.5 5.5 5.3 5.3 5.4 5.4 5.4 5.33 5.3 5.3 5.2 5.2 5.3 5.3 5.3 5.24 5.3 5.3 5.2 5.2 5.3 5.3 5.3 5.2∞ 5.3 5.3 5.2 5.2 5.3 5.3 5.3 5.2
 5
 1 11.4 12.3 12.6 12.6 12.5 12.3 12.2 12.02 5.2 5.1 5.2 5.3 5.3 5.2 5.2 5.23 5.1 4.9 5.1 5.1 5.1 5.1 5.1 5.14 5.1 4.9 5.1 5.1 5.1 5.1 5.1 5.1∞ 5.1 4.9 5.1 5.1 5.1 5.1 5.1 5.1
 Table B.2: Null rejection rates withX1 ∼ X2 ∼ dP(α, β) and n = 2000 matchedpairs linked by a Gaussian copula with correlation parameter ρ = 0.50. Rejec-tion rates are in bold when they exceed the corresponding rate obtained withτn =∞ by more than 0.1 percentage point.
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α τnβ
 1 2 3 4 5 6 7 8
 F=
 S
 2
 1 8.6 8.5 8.3 8.3 8.3 8.3 8.3 8.32 5.4 5.4 5.3 5.2 5.1 5.1 5.1 5.13 5.4 5.4 5.3 5.2 5.1 5.1 5.1 5.14 5.4 5.4 5.3 5.2 5.1 5.1 5.1 5.1∞ 5.4 5.4 5.3 5.2 5.1 5.1 5.1 5.1
 3
 1 6.1 6.0 6.0 5.9 5.9 5.9 5.9 5.92 4.9 4.7 4.7 4.6 4.6 4.6 4.6 4.63 4.9 4.7 4.7 4.6 4.6 4.6 4.6 4.64 4.9 4.7 4.7 4.6 4.6 4.6 4.6 4.6∞ 4.9 4.7 4.7 4.6 4.6 4.6 4.6 4.6
 4
 1 5.7 5.9 5.9 5.9 5.9 5.9 5.8 5.82 4.9 5.0 5.0 5.0 5.0 4.9 5.0 4.93 4.9 5.0 5.0 5.0 5.0 4.9 5.0 4.94 4.9 5.0 5.0 5.0 5.0 4.9 5.0 4.9∞ 4.9 5.0 5.0 5.0 5.0 4.9 5.0 4.9
 5
 1 5.1 5.3 5.3 5.1 5.0 5.1 5.1 5.22 4.8 4.7 4.7 4.6 4.6 4.6 4.7 4.73 4.8 4.7 4.7 4.6 4.6 4.6 4.7 4.74 4.8 4.7 4.7 4.6 4.6 4.6 4.7 4.7∞ 4.8 4.7 4.7 4.6 4.6 4.6 4.7 4.7
 F=
 I
 2
 1 10.8 10.3 10.2 10.1 10.0 9.9 9.8 9.82 6.1 5.9 5.7 5.7 5.6 5.6 5.5 5.53 6.1 5.9 5.7 5.7 5.6 5.6 5.5 5.54 6.1 5.9 5.7 5.7 5.6 5.6 5.5 5.5∞ 6.1 5.9 5.7 5.7 5.6 5.6 5.5 5.5
 3
 1 8.3 8.1 7.8 7.7 7.6 7.5 7.6 7.52 5.3 5.0 5.0 5.1 5.0 5.0 5.0 5.03 5.3 5.0 5.0 5.1 5.0 5.0 5.0 5.04 5.3 5.0 5.0 5.1 5.0 5.0 5.0 5.0∞ 5.3 5.0 5.0 5.1 5.0 5.0 5.0 5.0
 4
 1 7.9 8.2 7.9 7.8 7.6 7.6 7.4 7.42 5.5 5.5 5.6 5.4 5.3 5.2 5.2 5.23 5.4 5.5 5.5 5.4 5.3 5.2 5.2 5.24 5.4 5.5 5.5 5.4 5.3 5.2 5.2 5.2∞ 5.4 5.5 5.5 5.4 5.3 5.2 5.2 5.2
 5
 1 6.8 7.1 7.2 7.2 7.1 7.1 7.1 7.02 5.0 5.0 5.0 5.0 5.1 5.1 5.2 5.23 5.0 5.0 4.9 5.0 5.1 5.1 5.2 5.24 5.0 5.0 4.9 5.0 5.1 5.1 5.2 5.2∞ 5.0 5.0 4.9 5.0 5.1 5.1 5.2 5.2
 Table B.3: Null rejection rates withX1 ∼ X2 ∼ dP(α, β) and n = 2000 matchedpairs linked by a Gaussian copula with correlation parameter ρ = 0.75. Rejec-tion rates are in bold when they exceed the corresponding rate obtained withτn =∞ by more than 0.1 percentage point.
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 Figure B.1: Power with X1 ∼ dP(3, 1.5) and X2(β) ∼ dP(2.1, β) as a function
 of the parameter β. Going from top to bottom in each panel, the five powercurves correspond to our test with τn = 1, 2, 3, 4, and the test of Barrett et al.(2014). Samples are n = 2000 matched pairs linked by a Gaussian copula withcorrelation parameter ρ.
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