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INTRODUCTION This document describes the performance of VERITAS Storage Foundation 4.0 for Sybase in a 64-bit Solaris 9 operating environment as measured by an Online Transaction Processing (OLTP) workload. The purpose of this brief is to illustrate the impact of different I/O and memory configurations on the database performance. The benchmark used for this performance comparison was derived from the commonly known TPC-C benchmark that comprises a mixture of read-only and update-intensive transactions to simulate a warehouse supplier environment. (Details on this benchmark can be obtained from the Transaction Processing Council’s web page at http://www.tpc.org.) VERITAS Storage Foundation 4.0 for Sybase is comprised of the following components: •
 • • • •
 • • • •
 • • •
 • • •
 •
 • • •
 • •
 • •
 VERITAS Storage Foundation, including: VERITAS Volume ManagerTM (VxVM) 4.0 production, 01-26-2004 VERITAS File SystemTM (VxFS) 4.0 Quick I/O (a VERITAS File System feature, unique to Storage Foundation for Databases Cached Quick I/O (a VERITAS File System feature, unique to Storage Foundation for Databases
 VERITAS FlashSnap VERITAS Enterprise Administrator (user interface) VERITAS Cluster Server (included with HA version of Storage Foundation for Sybase) VERITAS Cluster Server agent for Sybase (included with HA version of Storage Foundation for Sybase)
 The following software releases were used in the tests:
 VERITAS Storage Foundation 4.0 for Sybase Sybase ASE 12.5 (64-bit) Solaris 9 (release 8/03, 64-bit)
 TEST CONFIGURATION The OLTP benchmark tests were conducted using the following server and storage configuration:
 1 x Sun Microsystems Ultra Enterprise F15000 server domain 8 x 1.05GHz UltraSPARC III processors 32 GB of physical memory
 The UE F15000 system was attached to:
 3 x Sun StorEdge 6320 Systems via 3 SunTM StorEdgeTM Sbus FC-100 Host Adapters These adapters were connected to:
 6 x Sun 6320 DAE trays (2 trays per StorEdge 6320 System) 14 disks per tray (13 data drives, 1 hot spare drive) All disks were 36GB, 15,000-RPM Seagate drives
 Of the 6 trays, 3 trays were used as a RAID-1 mirror to the other 3 trays A total of 42 data drives (14 disks x 3 trays) were configured into 6 data LUNs and 6 database restore LUNs
 The data LUNs occupied the outer tracks of each disk The database restore LUNs occupied the inner tracks of each disk
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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•
 •
 • • • • •
 A single active path was used was used for all VERITAS File System testing VERITAS Volume Manager’s Dynamic-MultiPath (DMP) feature was disabled
 The file system tests were all performed using the identical configuration. A single file system was created on top of a single volume that was, in turn, comprised of the 6 LUNs, for a total disk capacity of 640 GB. For the raw I/O configuration, all Sybase files were configured on the same set of LUNs as the file system described above to ensure equal drive usage. VERITAS Volume Manager was used to create the volumes for all configurations. All volumes used 128 Kbyte stripe unit size. Please see Appendix C for additional configuration details. The size of the Sybase database used for the test was 124 GB, with a total of 47 Sybase datafiles, including redo logs, indexes, rollback segments, temporary tablespaces and user tablespaces. The size of the database represented that of a fully scaled OLTP database with a scale factor of 1,000 warehouses. The benchmark tests were conducted with Sybase buffer cache sizes ranging from 0.5 GB to 32 GB for each of the following five I/O configurations:
 RAW – using the VERITAS Volume Manager raw volumes directly QIO – using the Quick I/O feature of VERITAS File System CQIO – using the Cached Quick I/O feature of VERITAS File System DIO – using the VERITAS File System’s Direct I/O mode1 BIO – using the VERITAS File System’s default Buffered I/O mode
 The Sybase block size used for all these tests was 2 Kbytes. During the tests, Sybase SYSMON, VERITAS Volume Manager, VERITAS Quick I/O, and general UNIX I/O statistics were collected, in addition to the benchmark throughput numbers (i.e. number of new orders completed). The system and the Sybase configuration parameters used in the benchmark tests are provided in Appendices A and B. DATASERVER TUNING While it is possible, in most database installations, to extract additional performance out of a system or to achieve 100% resource utilization, these were not the primary purposes for conducting this set of tests. The objective of this brief is to focus on the impact of the underlying storage I/O configuration on OLTP performance under a given workload and available resources. A certain amount of tuning was required in order to achieve performance that was representative of a realistic OLTP environment, however the tests and associated configurations were not specifically designed to achieve the highest possible OLTP numbers. RESULTS AND ANALYSIS The primary performance metric used in this brief is a throughput metric that measures the number of transactions per minute (TPM). The transaction mix in this OLTP benchmark represents the processing of an order as it is entered, paid for, checked, and delivered, following the model of a complete business transaction. The TPM metric is, therefore, considered a measure of business throughput. Table 1 lists the relative database (TPM) throughput of the benchmark tests driven by 50 batch users in various I/O configurations and Sybase buffer cache sizes. The relative plot of database throughput compared to raw I/O is shown in Figure 1.
 1 VERITAS File System DIO mode uses the mount option “–o convosync=direct.”
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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Table 1 –Relative TPM Throughput for Various I/O and Memory Configurations versus Raw I/O
 (Raw I/O = 1.00)
 Size of Sybase System Memory
 I/O Configuration .5GB 2GB 5GB 8GB 16GB 24GB 30GB
 Raw I/O 100.0 100.0 100.0 100.0 100.0 100.0 100.0
 Quick I/O 96.3 99.1 97.3 94.1 103.4 96.6 89.1
 Cached Quick I/O 113.7 113.3 114.9 114.8 120.7 108.7 90.0
 VERITAS File System Direct I/O 33.5 47.4 67.7 67.9 75.3 66.5 52.2
 VERITAS File System Buffered I/O 39.0 51.1 68.6 69.3 75.0 65.9 59.2
 Figure 1 - Plot of Relative TPM Throughput Compared to Raw I/O
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Table 1 and Figure 1 both show that the database throughput using Quick I/O is, in most cases, almost equal to that of the Raw I/O configuration (relative performance of 1.00). This confirms that Quick I/O provides an excellent method for achieving near-raw I/O performance while still delivering the ease of file system manageability to Sybase databases. Table 1 and Figure 1 also show that Cached Quick I/O enhances Quick I/O performance and significantly outperforms even raw I/O, particularly when there’s enough system memory to cache the data. Larger amounts of system memory available for Cached Quick I/O to use for buffering lead to greater performance advantages over raw I/O. There is a point, however, beyond which increasing file system memory at the expense of application memory will negatively impact performance. As shown in Figure 1, Cached Quick I/O performance decreased somewhat when system memory was increased beyond 16 GB (but still continued to provide a performance advantage over raw I/O – even with 24 GB of system memory). In situations where most of the available system memory is devoted to the Sybase buffer cache, Quick I/O is actually preferred over Cached Quick I/O (in 64-bit Sybase environments). This is because Sybase buffer caching is a more efficient and tunable method (i.e. named cache sizes can be specified) for buffering Sybase databases than the file system page cache. In such situations, the dataserver cache should also be tuned as though raw partitions were being used. This allows more memory to be allocated to the dataserver buffer cache, which often significantly improves OLTP performance. In environments where all the available system memory cannot be allocated to the Sybase buffer cache, or where the Sybase named cache tables are not tuned appropriately, the performance benefits of Cached Quick I/O can be easily observed.
 Table 2 - Relative TPM Throughput of Various I/O Configurations and User Workloads versus Raw I/O (8GB Sybase System memory)
 I/O Configuration Relative Database Throughput (TPM) Raw I/O = 1.00
 Number of Users2
 5 20 50 75 100 150 200
 Raw I/O 100.0 100.0 100.0 100.0 100.0 100.0 100.0
 Quick I/O 88.8 97.9 91.0 91.8 93.5 93.3 96.3
 Cached Quick I/O 84.3 114.3 111.6 106.6 100.2 94.3 94.7
 VERITAS File System Direct I/O 76.1 74.2 50.6 42.5 39.4 37.6 37.4
 VERITAS File System Buffered I/O 74.1 82.3 67.5 56.3 52.2 46.1 43.5
 2 Some user values collected are not shown in this table, for sake of brevity.
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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Figure 2 – TPM Throughput Measured at Various User Loads
 Sybase ASE 12.5 - 1000 Warehouse Throughput
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 Table 2 and Figure 2 show how the VERITAS File System configurations react to increasing stress levels. Here again we see how VERITAS Quick I/O performance is similar to raw I/O performance.
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Figure 3 – CPU Utilization of Various I/O Configurations
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 VERITAS Quick I/O bypasses the file system page cache, eliminating extra buffering, and providing direct writes to disk. It thereby enhances performance, enables more efficient use of memory and significantly reduces CPU usage. It is also important to note how the single writer lock (required by the POSIX file system), which limits throughput for VERITAS Direct I/O, is eliminated when using Quick I/O. Quick I/O supports shared update locks for database files at the VERITAS File System level. At the UNIX File System (Solaris UFS) level, exclusive write locks can cause write transactions to be serialized, slowing down database throughput. Quick I/O eliminates this bottleneck, allowing Sybase ASE to process update requests in parallel. Furthermore, Quick I/O takes advantage of Solaris’ enhanced kernelized asynchronous I/O (KAIO), which previously had been available only on raw partitions. All of these performance enhancements translate into lower CPU usage when issuing I/O. As shown in Figure 3, when system load increases (i.e. increased number of simultaneous users), Cached Quick I/O, Quick I/O and raw I/O all use fewer CPU cycles to process transactions, while traditional Buffered I/O requires more CPU cycles to execute. We can also see that Cached Quick I/O uses even fewer CPU cycles than Quick I/O due to its ability to cache database blocks in system memory.
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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SUMMARY The OLTP benchmark used in this study is a common method of evaluating database performance with specific hardware and software configurations. By normalizing the system configuration and varying the file system I/O configuration, it was possible to study the impact of various storage layouts on Sybase database performance with this benchmark. The OLTP performance measurements illustrate that the Quick I/O feature of VERITAS Storage Foundation 4.0 for Sybase enables Sybase to achieve performance that is virtually equal to the performance of raw partition configurations. This performance behavior is consistent with what has been observed for other VERITAS products, such as Storage Foundation 4.0 for Oracle. In addition, Quick I/O files can be managed as regular files. With its log-based implementation, VERITAS File System allows fast recovery after a system crash, which is not supported in some UNIX File System environments (for example, UNIX File System with no logging). VERITAS Storage Foundation for Sybase also offers online administration features such as online resizing and defragmentation, as well as clustering, mirroring and hot relocation, for higher availability. The performance benefits of using Quick I/O and Cached Quick I/O in 32-bit Sybase environments have been clearly documented in earlier VERITAS papers. In 64-bit DB2 environments, as there is no practical limit to the size of the Sybase buffer cache that can be allocated, the advantage of enabling VERITAS Cached Quick I/O may not be as obvious. However, as indicated by the results in this paper, Cached Quick I/O can still significantly enhance database performance, especially if the System Administrator or Database Administrator is unwilling to commit a large Sybase buffer cache at database startup time. The dynamic memory allocation provided by Cached Quick I/O is an ideal way to take advantage of extra physical memory to help improve database performance as needed. Careful tuning of memory usage may be necessary to achieve optimal performance. In this 64-bit Solaris 9 environment Cached Quick I/O achieved up to 20% performance gain over that experienced with raw partitions and maintained the performance advantage even when the Sybase buffer cache size was increased to 24 GB. The benefit of the second level cache diminished slightly, however, as the buffer cache size increased to 30 GB. In addition to Quick I/O and Cached Quick I/O, Storage Foundation 4.0 for Sybase provides many other features that can enhance Sybase performance and enable customers to meet higher performance service level agreements. Here are some examples of such features: •
 • • •
 • •
 • •
 • •
 •
 Flexible storage infrastructure Automated database storage administration Online growth of database file systems and volumes Dynamic multi-pathing (multiple I/O paths from host to storage)
 Multi-Volume File System Support Policy-based movement of datafiles to different classes of storage without affecting user or application access
 o Move important or busy database files to faster storage o Move unimportant files off faster storage
 Simplified migration from raw partitions to file system FlashSnap for off-host processing
 Maintain performance on production database by moving resource intensive tasks to secondary host Performance Monitoring
 Utilities that allow Database / System Administrators to monitor each database file / container For additional information on VERITAS Storage Foundation for Sybase and other VERITAS offerings for Sybase Database environments, please visit the Database Technology Zone at: http://www.veritas.com/van/technologyzone/sybase.jsp
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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APPENDIX A
 The following /etc/system file was used to configure Solaris 9 for the benchmark tests. *ident "@(#)system 1.18 97/06/27 SMI" /* SVR4 1.5 */ * * SYSTEM SPECIFICATION FILE * * moddir: * * Set the search path for modules. This has a format similar to the * csh path variable. If the module isn't found in the first directory * it tries the second and so on. The default is /kernel /usr/kernel * * Example: * moddir: /kernel /usr/kernel /other/modules * root device and root filesystem configuration: * * The following may be used to override the defaults provided by * the boot program: * * rootfs: Set the filesystem type of the root. * * rootdev: Set the root device. This should be a fully * expanded physical pathname. The default is the * physical pathname of the device where the boot * program resides. The physical pathname is * highly platform and configuration dependent. * * Example: * rootfs:ufs * rootdev:/sbus@1,f8000000/esp@0,800000/sd@3,0:a * * (Swap device configuration should be specified in /etc/vfstab.) * exclude: * * Modules appearing in the moddir path which are NOT to be loaded, * even if referenced. Note that `exclude' accepts either a module name, * or a filename which includes the directory. * * Examples: * exclude: win * exclude: sys/shmsys * forceload: * * Cause these modules to be loaded at boot time, (just before mounting * the root filesystem) rather than at first reference. Note that * forceload expects a filename which includes the directory. Also * note that loading a module does not necessarily imply that it will * be installed. *
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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* Example: * forceload: drv/foo * set: * * Set an integer variable in the kernel or a module to a new value. * This facility should be used with caution. See system(4). * * Examples: * * To set variables in 'unix': * * set nautopush=32 * set maxusers=40 * * To set a variable named 'debug' in the module named 'test_module' * * set test_module:debug = 0x13 * Sybase shared memory * (0xffffffff unlimited shared memory) set shmsys:shminfo_shmmax=0xffffffffffffffff * vxvm_START (do not remove) forceload: drv/vxdmp forceload: drv/vxio forceload: drv/vxspec * vxvm_END (do not remove) * vxfs_START -- do not remove the following lines: * VxFS requires a stack size greater than the default 8K. * The following value allows the kernel stack size to be * increased to 24K for Solaris 7, 8 and 9, and 16K for Solaris 2.6. set lwp_default_stksize=0x6000 * vxfs_END * vxfs_START -- do not remove the following lines: * VxFS requires a stack size greater than the default 8K. * The following value allows the kernel stack size to be * increased to 24K for Solaris 7, 8 and 9, and 16K for Solaris 2.6. set rpcmod:svc_default_stksize=0x6000 * vxfs_END
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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APPENDIX B
 The following tpcc_8GB.cfg file was used in the benchmark tests. The [Physical Memory]’s “max memory” parameter was changed for different Sybase memory sizes. The various named cache sizes were also changed in relation to the amount of “max memory” available. ############################################################################## # # Configuration File for the Sybase SQL Server # # Please read the System Administration Guide (SAG) # before changing any of the values in this file. # ############################################################################## [Configuration Options] [General Information] [Backup/Recovery] recovery interval in minutes = 32767 print recovery information = DEFAULT tape retention in days = DEFAULT [Cache Manager] number of oam trips = DEFAULT number of index trips = DEFAULT memory alignment boundary = DEFAULT global async prefetch limit = 1 global cache partition number = 16 [Named Cache:c_customer] cache size = 600M cache status = mixed cache cache replacement policy = relaxed LRU replacement local cache partition number = 8 [Named Cache:c_customer_index] cache size = 800M cache status = mixed cache cache status = HK ignore cache cache replacement policy = relaxed LRU replacement local cache partition number = 16 [Named Cache:c_log] cache size = 300M cache status = log only
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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cache replacement policy = relaxed LRU replacement local cache partition number = 1 [4K I/O Buffer Pool] pool size = 200M wash size = 4096 K local async prefetch limit = 1 [Named Cache:c_no_ol] cache size = 700M cache status = mixed cache cache replacement policy = relaxed LRU replacement local cache partition number = 4 [4K I/O Buffer Pool] pool size = 500M wash size = 1M local async prefetch limit = 1 [Named Cache:c_ol_index] cache size = 800M cache status = mixed cache cache replacement policy = relaxed LRU replacement local cache partition number = 16 [Named Cache:c_orders] cache size = 800M cache status = mixed cache cache replacement policy = relaxed LRU replacement local cache partition number = 16 [16K I/O Buffer Pool] pool size = 600M wash size = 4M local async prefetch limit = 1 [Named Cache:c_stock] cache size = 1000M cache status = mixed cache cache replacement policy = relaxed LRU replacement local cache partition number = 16 [Named Cache:c_stock_index] cache size = 900M cache status = mixed cache cache status = HK ignore cache cache replacement policy = relaxed LRU replacement local cache partition number = 16
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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[Named Cache:c_tinyhot] cache size = 300M cache status = mixed cache cache status = HK ignore cache cache replacement policy = relaxed LRU replacement local cache partition number = 16 [Named Cache:default data cache] cache size = 500M cache status = default data cache cache status = HK ignore cache cache replacement policy = relaxed LRU replacement local cache partition number = 8 [4K I/O Buffer Pool] pool size = 100M wash size = 1M local async prefetch limit = 1 [8K I/O Buffer Pool] pool size = 100M wash size = 2M local async prefetch limit = 1 [16K I/O Buffer Pool] pool size = 200M wash size = 4M local async prefetch limit = 1 [Meta-Data Caches] number of open databases = 5 number of open objects = DEFAULT open object spinlock ratio = DEFAULT number of open indexes = DEFAULT open index hash spinlock ratio = DEFAULT open index spinlock ratio = DEFAULT partition groups = DEFAULT partition spinlock ratio = DEFAULT [Disk I/O] disk i/o structures = 2048 number of large i/o buffers = 16 page utilization percent = DEFAULT number of devices = 80 disable disk mirroring = 1 allow sql server async i/o = DEFAULT [Languages] disable character set conversions = DEFAULT [Unicode] enable unicode normalization = 0 enable surrogate processing = DEFAULT
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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enable unicode conversions = DEFAULT size of unilib cache = DEFAULT [Network Communication] default network packet size = 4096 max network packet size = 4096 remote server pre-read packets = DEFAULT number of remote connections = DEFAULT number of remote logins = DEFAULT number of remote sites = DEFAULT max number network listeners = DEFAULT tcp no delay = DEFAULT allow sendmsg = DEFAULT syb_sendmsg port number = DEFAULT allow remote access = DEFAULT [O/S Resources] max async i/os per engine = 4096 max async i/os per server = 8192 [Parallel Query] number of worker processes = DEFAULT memory per worker process = DEFAULT max parallel degree = DEFAULT max scan parallel degree = DEFAULT [Physical Resources] [Physical Memory] max memory = 4000000 additional network memory = 1228800 shared memory starting address = DEFAULT allocate max shared memory = 0 dynamic allocation on demand = 0 lock shared memory = DEFAULT heap memory per user = 16384 [Processors] max online engines = 8 number of engines at startup = 8 [SQL Server Administration] procedure cache size = 29632 default database size = DEFAULT identity burning set factor = DEFAULT allow nested triggers = DEFAULT allow updates to system tables = DEFAULT default fill factor percent = DEFAULT default exp_row_size percent = DEFAULT number of mailboxes = DEFAULT number of messages = DEFAULT number of alarms = DEFAULT number of pre-allocated extents = DEFAULT event buffers per engine = DEFAULT
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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cpu accounting flush interval = DEFAULT i/o accounting flush interval = DEFAULT sql server clock tick length = DEFAULT runnable process search count = DEFAULT i/o polling process count = DEFAULT time slice = DEFAULT cpu grace time = DEFAULT number of sort buffers = DEFAULT size of auto identity column = DEFAULT identity grab size = DEFAULT housekeeper free write percent = 0 enable housekeeper GC = 0 allow resource limits = DEFAULT number of aux scan descriptors = DEFAULT SQL Perfmon Integration = DEFAULT allow backward scans = DEFAULT license information = DEFAULT enable sort-merge join and JTC = DEFAULT abstract plan load = DEFAULT abstract plan dump = DEFAULT abstract plan replace = DEFAULT abstract plan cache = DEFAULT text prefetch size = DEFAULT enable HA = DEFAULT [User Environment] number of user connections = 600 stack size = 129024 stack guard size = DEFAULT permission cache entries = DEFAULT user log cache size = 4096 user log cache spinlock ratio = DEFAULT [Lock Manager] number of locks = 20000 deadlock checking period = DEFAULT lock spinlock ratio = DEFAULT lock address spinlock ratio = DEFAULT lock table spinlock ratio = 5 lock hashtable size = DEFAULT lock scheme = DEFAULT lock wait period = DEFAULT read committed with lock = DEFAULT print deadlock information = DEFAULT deadlock retries = DEFAULT page lock promotion HWM = DEFAULT page lock promotion LWM = DEFAULT page lock promotion PCT = DEFAULT row lock promotion HWM = DEFAULT row lock promotion LWM = DEFAULT row lock promotion PCT = DEFAULT [Security Related] systemwide password expiration = DEFAULT audit queue size = DEFAULT
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curread change w/ open cursors = DEFAULT allow procedure grouping = DEFAULT select on syscomments.text = DEFAULT auditing = DEFAULT current audit table = DEFAULT suspend audit when device full = DEFAULT enable row level access = DEFAULT check password for digit = DEFAULT minimum password length = DEFAULT maximum failed logins = DEFAULT enable ssl = DEFAULT unified login required = DEFAULT use security services = DEFAULT msg confidentiality reqd = DEFAULT msg integrity reqd = DEFAULT secure default login = DEFAULT [Extended Stored Procedure] esp unload dll = DEFAULT esp execution priority = DEFAULT esp execution stacksize = DEFAULT xp_cmdshell context = DEFAULT start mail session = DEFAULT [Error Log] event logging = DEFAULT log audit logon success = DEFAULT log audit logon failure = DEFAULT event log computer name = DEFAULT [Rep Agent Thread Administration] enable rep agent threads = DEFAULT [Component Integration Services] enable cis = 0 cis connect timeout = DEFAULT cis bulk insert batch size = DEFAULT max cis remote connections = DEFAULT cis packet size = DEFAULT cis cursor rows = DEFAULT enable file access = DEFAULT cis bulk insert array size = DEFAULT enable full-text search = DEFAULT cis rpc handling = DEFAULT [Java Services] enable java = 0 size of process object heap = 150 size of shared class heap = DEFAULT size of global fixed heap = DEFAULT number of java sockets = DEFAULT enable enterprise java beans = DEFAULT [DTM Administration] enable DTM = DEFAULT
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enable xact coordination = 0 xact coordination interval = DEFAULT number of dtx participants = DEFAULT strict dtm enforcement = DEFAULT txn to pss ratio = DEFAULT dtm lock timeout period = DEFAULT dtm detach timeout period = DEFAULT [Diagnostics] dump on conditions = DEFAULT maximum dump conditions = DEFAULT number of ccbs = DEFAULT caps per ccb = DEFAULT average cap size = DEFAULT [Monitoring] enable monitoring = DEFAULT sql text pipe active = DEFAULT sql text pipe max messages = DEFAULT plan text pipe active = DEFAULT plan text pipe max messages = DEFAULT statement pipe active = DEFAULT statement pipe max messages = DEFAULT errorlog pipe active = DEFAULT errorlog pipe max messages = DEFAULT deadlock pipe active = DEFAULT deadlock pipe max messages = DEFAULT wait event timing = DEFAULT process wait events = DEFAULT object lockwait timing = DEFAULT SQL batch capture = DEFAULT statement statistics active = DEFAULT per object statistics active = DEFAULT max SQL text monitored = DEFAULT
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APPENDIX C The following code snippets (or their output) are from the shell scripts used to create the various volume/filesystem used for the benchmarks: MakeVxRAW: # # Make a Vx Raw volume # # create a unique device volume for each db file in the tpcc disk group typeset -i i i=1 for f in `cat $SYBDEVLIST` do d=`echo $i | awk '{ printf("%02d", $1) }'` vol=$VOLNAME$d vxassist -g $DGNAME make $vol $RAWVOLSIZE layout=stripe,nolog \ nstripe=$NUMSTRIPES stripeunit=$STRIPEUNIT $DISKLIST ln -s /dev/vx/rdsk/$DGNAME/$vol $SYBDEV/$f i=i+1 done MakeVxRAW output: + /usr/lib/vxvm/bin/vxdisksetup -i -f T40_0 + vxdisk -f init T40_0 + vxdg init tpccdg tpccdev01=T40_0 + /usr/lib/vxvm/bin/vxdisksetup -i -f T40_2 + vxdisk -f init T40_2 + vxdg -g tpccdg adddisk tpccdev02=T40_2 + /usr/lib/vxvm/bin/vxdisksetup -i -f T41_0 + vxdisk -f init T41_0 + vxdg -g tpccdg adddisk tpccdev03=T41_0 + /usr/lib/vxvm/bin/vxdisksetup -i -f T41_2 + vxdisk -f init T41_2 + vxdg -g tpccdg adddisk tpccdev04=T41_2 + /usr/lib/vxvm/bin/vxdisksetup -i -f T42_0 + vxdisk -f init T42_0 + vxdg -g tpccdg adddisk tpccdev05=T42_0 + /usr/lib/vxvm/bin/vxdisksetup -i -f T42_2 + vxdisk -f init T42_2 + vxdg -g tpccdg adddisk tpccdev06=T42_2 About to make Raw volumes.... + vxassist -g tpccdg make tpccvol01 4g layout=stripe,nolog nstripe=6 \ stripeunit=128 tpccdev01 tpccdev02 tpccdev03 tpccdev04 tpccdev05 tpccdev06 + ln -s /dev/vx/rdsk/tpccdg/tpccvol01 /sybdev/TCmaster + vxassist -g tpccdg make tpccvol02 4g layout=stripe,nolog nstripe=6 \ stripeunit=128 tpccdev01 tpccdev02 tpccdev03 tpccdev04 tpccdev05 tpccdev06 << delete output for files TClog, TClog2, TCtempdb, d05 thru d46 ... >> + vxassist -g tpccdg make tpccvol47 4g layout=stripe,nolog nstripe=6 \
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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stripeunit=128 tpccdev01 tpccdev02 tpccdev03 tpccdev04 tpccdev05 tpccdev06 + ln -s /dev/vx/rdsk/tpccdg/tpccvol47 /sybdev/d47 + vxassist -g tpccdg make tpccvol48 4g layout=stripe,nolog nstripe=6 \ stripeunit=128 tpccdev01 tpccdev02 tpccdev03 tpccdev04 tpccdev05 tpccdev06 + ln -s /dev/vx/rdsk/tpccdg/tpccvol48 /sybdev/d48 MakeUnixFS using Solaris Volume Manager output: About to repartition raw devices ... + Formatting c2t20030003BA4D3145d0 + format -s -f /work/vol/tpccParts.cmd -l /tmp/setupParts.log c2t20030003BA4D3145d0 + Formatting c2t20030003BA13EC09d2 + format -s -f /work/vol/tpccParts.cmd -l /tmp/setupParts.log c2t20030003BA13EC09d2 + Formatting c2t20030003BA13F258d0 + format -s -f /work/vol/tpccParts.cmd -l /tmp/setupParts.log c2t20030003BA13F258d0 + Formatting c2t20030003BA4D34EEd2 + format -s -f /work/vol/tpccParts.cmd -l /tmp/setupParts.log c2t20030003BA4D34EEd2 + Formatting c2t20030003BA4D2FC7d0 + format -s -f /work/vol/tpccParts.cmd -l /tmp/setupParts.log c2t20030003BA4D2FC7d0 + format -s -f /work/vol/tpccParts.cmd -l /tmp/setupParts.log c2t20030003BA4D313Ad2 + Formatting c2t20030003BA4D313Ad2 Finished linking raw devices into /sybdev ... + metadb -f -a c1t2d0s0 metadb: cougar: c1t2d0s0: has a metadevice database replica + metadb -a c1t2d0s1 metadb: cougar: c1t2d0s1: has a metadevice database replica + metainit d0 1 42 c2t20030003BA4D3145d0s0 c2t20030003BA4D3145d0s1 c2t20030003BA4D3145d0s3 c2t20030003BA4D3145d0s4 c2t20030003BA4D3145d0s5 c2t20030003BA4D3145d0s6 c2t20030003BA4D3145d0s7 c2t20030003BA13EC09d2s0 c2t20030003BA13EC09d2s1 c2t20030003BA13EC09d2s3 c2t20030003BA13EC09d2s4 c2t20030003BA13EC09d2s5 c2t20030003BA13EC09d2s6 c2t20030003BA13EC09d2s7 c2t20030003BA13F258d0s0 c2t20030003BA13F258d0s1 c2t20030003BA13F258d0s3 c2t20030003BA13F258d0s4 c2t20030003BA13F258d0s5 c2t20030003BA13F258d0s6 c2t20030003BA13F258d0s7 c2t20030003BA4D34EEd2s0 c2t20030003BA4D34EEd2s1 c2t20030003BA4D34EEd2s3 c2t20030003BA4D34EEd2s4 c2t20030003BA4D34EEd2s5 c2t20030003BA4D34EEd2s6 c2t20030003BA4D34EEd2s7 c2t20030003BA4D2FC7d0s0 c2t20030003BA4D2FC7d0s1 c2t20030003BA4D2FC7d0s3 c2t20030003BA4D2FC7d0s4 c2t20030003BA4D2FC7d0s5 c2t20030003BA4D2FC7d0s6 c2t20030003BA4D2FC7d0s7 c2t20030003BA4D313Ad2s0 c2t20030003BA4D313Ad2s1 c2t20030003BA4D313Ad2s3 c2t20030003BA4D313Ad2s4 c2t20030003BA4D313Ad2s5 c2t20030003BA4D313Ad2s6 c2t20030003BA4D313Ad2s7 -i 1024k d0: Concat/Stripe is setup + echo y + newfs -T /dev/md/dsk/d0 /dev/md/rdsk/d0: 1153125376 sectors in 173246 cylinders of 208 tracks, 32 sectors 563049.5MB in 1620 cyl groups (107 c/g, 347.75MB/g, 384 i/g) super-block backups (for fsck -F ufs -o b=#) at: 32, 712256, 1424480, 2136704, 2848928, 3561152, 4273376, 4985600, 5697824, 6410048, Initializing cylinder groups: ................................
 Copyright © 2003 VERITAS Software Corporation. All rights reserved. VERITAS, the VERITAS Logo and all other VERITAS product names and slogans are trademarks or registered trademarks of VERITAS Software Corporation. VERITAS, the VERITAS Logo Reg. U.S. Pat. & Tm. Off. Other product names and/or slogans mentioned herein may be trademarks or registered trademarks of their respective companies. Specifications and product offerings subject to change without notice.
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super-block backups for last 10 cylinder groups at: 1146631520, 1147343744, 1148055968, 1148768192, 1149480416, 1150192640, 1150904864, 1151617088, 1152329312, 1153041536, + mkdir -p /tpccdev + mount -F ufs -o nologging,forcedirectio /dev/md/dsk/d0 /tpccdev MakeVxDiskGroup: # # Make the Vx disk group # typeset -i l l=1 # add all the disks into the tpcc disk group for f in `cat $TPCCDEVLIST| awk '{print $1}'` do d=`echo $l | awk '{ printf("%02d", $1) }'` /usr/lib/vxvm/bin/vxdisksetup -i -f $f vxdisk -f init $f if [ $l = 1 ] then vxdg init $DGNAME $TPCCDEVNAME$d=$f else vxdg -g $DGNAME adddisk $TPCCDEVNAME$d=$f fi l=l+1 done MakeVxVolume: # # Make Vx volume # vxassist -g $DGNAME make $VOLNAME $VOLSIZE layout=stripe,nolog nstripe=$NUMSTRIPES \ stripeunit=$STRIPEUNIT $DISKLIST echo "y" | mkfs -F vxfs -o largefiles,bsize=8192,logsize=2048 /dev/vx/rdsk/$DGNAME/$VOLNAME mount -F vxfs -o $MTOPTION /dev/vx/dsk/$DGNAME/$VOLNAME $TPCCDEV if [ $MTCQIO = 1 ] then /usr/lib/fs/vxfs/vxtunefs -s -o qio_cache_enable=1 $TPCCDEV fi MakeVxQIO using VERITAS Volume Manager output: init the disks for vxvm and insert into tpccdg + /usr/lib/vxvm/bin/vxdisksetup -i -f T40_0 + vxdisk -f init T40_0 + vxdg init tpccdg tpccdev01=T40_0 + /usr/lib/vxvm/bin/vxdisksetup -i -f T40_2 + vxdisk -f init T40_2 + vxdg -g tpccdg adddisk tpccdev02=T40_2 + /usr/lib/vxvm/bin/vxdisksetup -i -f T41_0
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+ vxdisk -f init T41_0 + vxdg -g tpccdg adddisk tpccdev03=T41_0 + /usr/lib/vxvm/bin/vxdisksetup -i -f T41_2 + vxdisk -f init T41_2 + vxdg -g tpccdg adddisk tpccdev04=T41_2 + /usr/lib/vxvm/bin/vxdisksetup -i -f T42_0 + vxdisk -f init T42_0 + vxdg -g tpccdg adddisk tpccdev05=T42_0 + /usr/lib/vxvm/bin/vxdisksetup -i -f T42_2 + vxdisk -f init T42_2 + vxdg -g tpccdg adddisk tpccdev06=T42_2 + vxassist -g tpccdg make tpccvol 624g layout=stripe,nolog nstripe=6 stripeunit=128 tpccdev01 tpccdev02 \ tpccdev03 tpccdev04 tpccdev05 tpccdev06 + echo y + mkfs -F vxfs -o largefiles,bsize=8192,logsize=2048 /dev/vx/rdsk/tpccdg/tpccvol version 6 layout 1308622848 sectors, 81788928 blocks of size 8192, log size 2048 blocks largefiles supported + mount -F vxfs -o largefiles /dev/vx/dsk/tpccdg/tpccvol /tpccdev + /opt/VRTSvxfs/sbin/qiomkfile -s 4097m /tpccdev/TCmaster + ls -l /tpccdev/TCmaster lrwxrwxrwx 1 root other 21 Feb 5 23:31 /tpccdev/TCmaster -> .TCmaster::cdev:vxfs: + ln -s /tpccdev/TCmaster /sybdev/TCmaster << deleted output for files TClog, TClog2, TCtempdb, and d05 thru d46... >> + /opt/VRTSvxfs/sbin/qiomkfile -s 4097m /tpccdev/d47 + ls -l /tpccdev/d47 lrwxrwxrwx 1 root other 16 Feb 5 23:31 /tpccdev/d47 -> .d47::cdev:vxfs: + ln -s /tpccdev/d47 /sybdev/d47 + /opt/VRTSvxfs/sbin/qiomkfile -s 4097m /tpccdev/d48 + ls -l /tpccdev/d48 lrwxrwxrwx 1 root other 16 Feb 5 23:31 /tpccdev/d48 -> .d48::cdev:vxfs: + ln -s /tpccdev/d48 /sybdev/d48 To turn Cached QIO on, this command was invoked on the /TPCCDEV directory: /usr/lib/fs/vxfs/vxtunefs -s -o qio_cache_enable=1 /tpccdev
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