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UNARY NEGATION
 BALDER TEN CATE AND LUC SEGOUFIN
 UC Santa Cruze-mail address: [email protected]
 INRIA and ENS Cachan, LSVe-mail address: [email protected]
 Abstract. We study fragments of first-order logic and of least fixed point logic thatallow only unary negation: negation of formulas with at most one free variable. Theselogics generalize many interesting known formalisms, including modal logic and the µ-calculus, as well as conjunctive queries and monadic Datalog. We show that satisfiabilityand finite satisfiability are decidable for both fragments, and we pinpoint the complexity ofsatisfiability, finite satisfiability, and model checking. We also show that the unary negationfragment of first-order logic is model-theoretically very well behaved. In particular, itenjoys Craig Interpolation and the Projective Beth Property.
 1. Introduction
 Vardi [46] raised the question “why is modal logic so robustly decidable?”. His explanationcenters around the fact that modal logic has the tree-model property. More precisely,modal logic enjoys a combination of three properties, namely (i) the tree-model property (ifa sentence has a model, it has a model that is a tree), (ii) translatability into tree automata(each formula can be transformed into a tree automaton, or equivalently, an MSO formula,recognizing its tree models), and (iii) the finite model property (if a formula has a model,it also has a finite model). These three properties form a powerful explanation for thedecidability of the satisfiability problem, and the finite satisfiability problem, for modallogic and many of its extensions such as the modal µ-calculus. The guarded fragment offirst-order logic (GFO) was proposed by Andreka, van Benthem and Nemeti [1] as a largefragment of first-order logic that generalizes modal logic while essentially retaining theseproperties. It consists of FO formulas in which all quantifiers are “guarded” by atomicformulas. GFO has the tree-like model property (if a sentence has a model, it has a modelof bounded tree width), it can be translated into tree automata (each formula can be
 1998 ACM Subject Classification: F.4.1 [Mathematical Logic and Formal Languages]: MathematicalLogic, H.2.3 [Database Management]: Languages.
 Key words and phrases: First-Order Logic, Fixpoint Logic, Decidable Fragments, Satisfiability, ModelChecking, Craig Interpolation.
 Balder ten Cate has been funded partially by the ERC grant Webdam, agreement 226513, and partiallyby the NSF grants IIS-0905276 and IIS-1217869.
 LOGICAL METHODSIN COMPUTER SCIENCE DOI:10.2168/LMCS-???
 c© Balder ten Cate and Luc SegoufinCreative Commons
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2 BALDER TEN CATE AND LUC SEGOUFIN
 transformed into a tree automaton recognizing the tree decompositions of its models ofbounded tree width) and it has the finite model property [1, 26].
 In this paper we provide another, orthogonal generalization of modal logic that enjoysthe same nice properties. We introduce UNFO, a fragment of FO in which negation isrestricted to formulas having only one free variable. UNFO is incomparable in terms ofexpressive power to GFO. It generalizes modal logic, as well as other formalisms, such asconjunctive queries, that are not contained in GFO. We show that UNFO has the tree-likemodel property, is translatable into tree-like automata (in the sense described above), andhas the finite model property. Hence UNFO, too, is robustly decidable.
 We also introduce UNFP, which extends UNFO with least and greatest monadic fix-points, in the same way that the µ-calculus extends modal logic [32], and guarded fixpointlogic (GFP) extends GFO [28]. UNFP generalizes the µ-calculus but also monadic Datalogand remains incomparable with GFP. It still has the tree-like model property and can betranslated into MSO, but it no longer has the finite model property. Nevertheless, we showthat finite satisfiability for UNFP is decidable (note that the decidability of the analogousproblem for GFP was only recently solved in [4]). More precisely, the satisfiability prob-lem is 2ExpTime-complete, both for UNFO and for UNFP, both on arbitrary and finitestructures.
 We also study the model checking problem. In contrast with GFO, whose model check-
 ing problem is PTime-complete [9], we show that for UNFO it is complete for PNP[O(log2 n)],providing one of the few natural complete problems for that complexity class. For UNFP,model checking is hard for PNP and contained in NPNP∩coNPNP. The gap between the up-per bound and the lower bound reflects a similar open problem for GFP and the µ-calculuswhere the model checking problem lies between PTime and NP ∩ coNP [9].
 UNFO is not only computationally but also model-theoretically very well behaved. Wecharacterize the expressive power of UNFO in terms of an appropriate notion of invariance,and we show that UNFO has Craig Interpolation as well as the Projective Beth Property.Note that Craig Interpolation fails for GFO [30]. On trees, UNFO and UNFP correspondto well-known existing formalisms.
 Outline of the paper. In Section 2, we formally introduce UNFO and UNFP, andwe review relevant background material on modal logics and computational complexity. InSection 3 we develop the model theory of UNFO and UNFP: we introduce an appropriatenotion of bisimulations, we state a finite model property and a tree-like model property,we obtain model theoretic characterizations, and we prove Craig Interpolation and theProjective Beth Property for UNFO. In Section 4, we show that the satisfiability problemfor UNFO, and for UNFP, is 2ExpTime-complete, both on arbitrary structures and on finitestructures. In Section 5, we map out the complexity of the model checking problem, thatis, the problem of evaluating a formula in a given finite structure. In Section 6, we studythe expressive power of UNFO and UNFP on tree structures. We conclude in Section 7with a comparison with other work, in particular on guarded negation logics.
 This paper is the journal version of [17]. It contains new and simpler proofs for manyof the results as well as new results, such as the characterization theorem in the finite case,cf. Theorem 3.8.
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UNARY NEGATION 3
 2. Preliminaries
 We consider relational structures. A relational schema is a finite set of relation symbolsfixing an arity to each relation. A model, or structure, M over a relational schema σ is a setdom(M), the domain of M , together with an interpretation RM to each relation symbolR of σ as a relation over the domain of the arity given by the schema. A model is said tobe finite if its domain is finite. We assume familiarity with first-order logic, FO, and leastfixpoint logic, LFP, over relational structures. We use classical syntax and semantics forFO and LFP. In particular we write M |= φ(u) or (M,u) |= φ(x) for the fact that the tupleu of elements of the model M makes the FO-formula, or LFP-formula, φ(x) true on M .
 Given a structure M and a set X ⊆ dom(M) we denote by M |X the substructure ofM induced by X.
 2.1. UNFO and UNFP. We define the unary-negation fragment of first-order logic (UNFO),as the fragment of FO given by the following grammar (where R is an arbitrary relationname from the underlying schema):
 φ ::= R(x) | x = y | φ ∧ φ | φ ∨ φ | ∃xφ | ¬φ(x)
 where, in the last clause, φ has no free variables besides (possibly) x. Throughout thispaper, we will keep using the notation φ(x) to indicate that a formula has at most one freevariable. In other words, UNFO is the restriction of FO where negation is only allowedif the subformula has at most one free variable. In particular x 6= y is not expressible inUNFO.
 We say that a formula of UNFO is in UN-normal form if, in the syntax tree of theformula, every existential quantifier (except for the root of the syntax tree) is either directlybelow another existential quantification, or the subformula starting with that quantifier hasat most one free variable. In other words, formulas in UN-normal form are existentialpositive formulas in prenex normal form where each atom is either a positive atom overthe underlying schema or a possibly negated formula with at most one free variable inUN-normal form.
 For instance the formula ∃x∃y(R(x, y)∧∃zS(x, y, z)) is not in UN-normal form. Howeverthe equivalent formula ∃x∃y∃z (R(x, y) ∧ S(x, y, z)) is in UN-normal form. Similarly theformula
 ∃x(R(x) ∧ ∃y(R(y) ∧ ∃z(R(z) ∧ (∃xS(x, y, z)))))
 is not in UN-normal form, but each of the equivalent formulas
 ∃x∃y∃z∃x′R(x) ∧R(y) ∧R(z) ∧ S(x′, y, z)
 and∃x(R(x) ∧ ∃y∃z∃x(R(y) ∧R(z) ∧ S(x, y, z))
 is.Every formula of UNFO can be transformed into an equivalent formula in UN-normal
 form in linear time by “pulling out existential quantifiers” as soon as the correspondingsubformula has more than one free variable, using the following two rewrite rules:
 φ ∧ ∃xψ ≡ ∃x(φ ∧ ψ) provided that x does not occur free in φ
 φ ∨ ∃xψ ≡ ∃x(φ ∨ ψ) provided that x does not occur free in φ
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4 BALDER TEN CATE AND LUC SEGOUFIN
 (together with safe renaming of variables where needed). For instance, starting with
 ∃x(R(x) ∧ ∃y(R(y) ∧ ∃z(R(z) ∧ (∃xS(x, y, z)))))
 one could obtain:
 ∃x(R(x) ∧ ∃y∃z∃x(R(y) ∧R(z) ∧ S(x, y, z)))
 Bringing a UNFO formula into UN-normal form may increase the number of variablesoccurring in the formula, because applying the above rewrite rules may require renamingbound variables. A formula of UNFO is said to be of width k if it can be put in UN-normalform using the above rules in such a way that the resulting formula uses at most k variables.The width of the above formula is therefore 3. We denote by UNFOk the set of all UNFOformulas of width k.
 In order to define unary-negation fixpoint logic (UNFP) we introduce extra unary pred-icates that will serve for computing unary fixpoints. We denote the unary predicates givenby the relational schema using the letters P,Q . . . and the unary predicates serving for com-puting the fixpoints by X,Y . . .. By UNFO(X) we mean UNFO defined over the schemaextended with the unary predicates X. In particular it allows formulas of the form ¬φ(x,X).UNFP is the extension of UNFO(X) by means of the following least fixpoint construction:
 [LFPX,x φ(X,X, x)](y)
 where X occurs only positively in φ. An analogous greatest fixed point operator is definableby dualization. Note that no first-order parameters (i.e., free variables in the body of φother than x) are permitted.
 Note that UNFP is a syntactic fragment of least fixpoint logic (LFP), i.e., the extensionof full first-order logic with the least fixpoint operator. Therefore, we can simply refer tothe literature on LFP for the semantics of these formulas (cf. for example [33]). However,we will discuss the semantics of the least fixpoint operator here in some detail, because ourarguments later on will refer to it. Consider any UNFP formula of the form
 [LFPX,x φ(X,X, x)](y)
 and any structure (M,S), where S is a collection of subsets of the domain of M that formthe interpretation for X. Since X occurs in φ only positively, φ(X,X, x)](y) induces amonotone operation Oφ on subsets of the domain of M , where Oφ(A) = {a ∈ dom(M) |(M, ~S,A) |= φ(a)}. By the Knaster-Tarski fixpoint theorem, this monotone operationhas a unique least-fixpoint. By definition, an element b ∈ dom(M) satisfies the formula
 [LFPX,x φ(X,X, x)](y) in (M, ~S) if and only if b belongs to this least fixpoint. The leastfixpoint of the monotone operation Oφ is known to be the intersection of all its pre-fixedpoints, i.e.,
 ⋂{A ⊆ dom(M) | A ⊇ Oφ(A)}, and it can be equivalently characterized as
 Oφκ(∅), where κ = |dom(M)|, Oφ0(∅) = ∅; for all successor ordinals λ + 1, Oφλ+1(∅) =
 Oφ(Oφλ(∅)); and for all limit ordinals λ ≤ κ, Oφλ(∅) =⋃λ′<λOφ
 λ′(∅).The same definition of the UN-normal form applies to UNFP. As in the case of UNFO,
 we say that a UNFP formula has width k if, when put in UN-normal form, it uses at most kfirst-order variables. In other words, a formula of UNFP has width k if all the “UNFO(X)-parts” of its subformulas have width k. We denote by UNFPk the set of all UNFP formulasof width k.
 The negation depth of a UNFO or UNFP formula will also be an important parameter.It is the maximal nesting depth of negations in its syntax tree.

Page 5
                        
                        

UNARY NEGATION 5
 Example 2.1. Two examples of UNFO formulas are ∃yzu(R(x, y) ∧ R(y, z) ∧ R(z, u) ∧R(u, x)), which expresses the fact that x lies on a directed R-cycle of length 4, and itsnegation ¬∃yzu(R(x, y)∧R(y, z)∧R(z, u)∧R(u, x)). It follows from known results [1] thatneither can be expressed in the guarded fragment, and therefore, these examples show thatUNFO can express properties that are not definable in the guarded fragment. On the otherhand, we will see in Section 3.1 that the guarded-fragment formula ∀xy(R(x, y)→ S(x, y))has no equivalent in UNFO, and therefore, the two logics are incomparable in expressivepower.
 A conjunctive query (CQ) is query defined by a first-order formula of the form ∃x1 · · ·xn τ1∧· · ·∧ τl, where each τi is a (positive) atomic formula. A union of conjunctive queries (UCQ)is a query defined by a finite disjunction of first-order formulas of the above form. Clearly,every UCQ is definable in UNFO. In fact, UNFO can naturally be viewed as the extension ofthe language of UCQs with unary negation. It is also worth noting that, in a similar way, allmonadic datalog queries (i.e., datalog queries in which all IDB relations are unary [20]) aredefinable in UNFP. It was shown in [20] that query containment is decidable in 2ExpTimefor monadic datalog. As the containment of two unary Datalog programs can be expressedin UNFP, the decidability of UNFP in 2ExpTime, cf. Theorem 4.5, generalizes this result.We also mention that the query containment problem was recently shown to be hard for2Exptime [6], hence the lower bound of Theorem 4.5 also follows from this fact.
 2.2. Modal logic and bisimulation. UNFO and UNFP can be viewed as extensions ofmodal logic and the µ-calculus, and, actually, of their global two-way extensions. As severalof our proofs will make reductions to the modal logic case, we now review relevant definitionsand results regarding global two-way modal logic and the global two-way µ-calculus.
 We view a Kripke structure as a relational structure over a schema consisting of unaryand binary relations. Modal logics are languages for describing properties of nodes in Kripkestructures. Intuitively, modal formulas can navigate Kripke structures by traversing edgesin a forward or backward direction.
 We will use ML to denote the modal language with forward and backward modalities,and with the global modality, as defined by the following grammar.
 φ ::= P | φ ∧ φ | ¬φ | 〈R〉φ | 〈R−1〉φ | Sφwhere P is a unary relation symbol (also called proposition letter in this setting), and R isa binary relation symbol (also called an accessibility relation in this context). Disjunctionand the “box operators” [R] and [R−1] are definable as duals of conjunction, 〈R〉 and 〈R−1〉,respectively (for instance [R]φ is ¬〈R〉¬φ).
 The semantics of ML can be given via a translation into UNFO: For each ML formulaφ we construct by induction, as explained in Figure 1, a UNFO formula φ∗(x) such that foreach Kripke structure M and node a we have M |= φ∗(a) iff a has the property φ on M .
 We refer to ML as global two-way modal logic, because it includes the global modaloperator S and the inverse modal operators 〈R−1〉 (and their duals). Traditionally, thebasic modal logic is defined without those features and can only navigate by traversing anedge in the forward direction.
 The global two-way µ-calculus , which we denote by MLµ, is obtained by adding fixpointvariables and a least fixpoint operator to the language of ML: fixpoint variables are admittedas atomic formulas, and whenever φ is a formula of MLµ in which a fixpoint variable Xoccurs only positively (under an even number of negations), then µXφ is again a valid
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6 BALDER TEN CATE AND LUC SEGOUFIN
 (P )∗(x) = P (x)(φ ∧ ψ)∗(x) = φ∗(x) ∧ ψ∗(x)(¬φ)∗(x) = ¬φ∗(x)(〈R〉φ)∗(x) = ∃y R(x, y) ∧ φ∗(y)(〈R−1〉φ)∗(x) = ∃y R(y, x) ∧ φ∗(y)(Sφ)∗(x) = ∃y φ∗(y)
 Figure 1: Inductive translation of an ML-formula φ to an equivalent UNFO-formula φ∗(x)
 formula of MLµ, and it denotes the fixpoint of the monotone operation on sets defined byφ(X). An analogous greatest fixpoint operator is definable as the dual of the least fixpointoperator. Adding the rule
 (µXφ)∗(x) = [LFPX,y φ∗(y)](x)
 to the table of Figure 1 shows that MLµ can be seen as a fragment of UNFP.We know from [21, 47] that the satisfiability problem for ML and for MLµ, on arbitrary
 Kripke structures, is ExpTime-complete. Although ML has the finite model property [21],that is, every satisfiable ML-formula is satisfied in some finite Kripke structure, the samedoes not hold for MLµ, and therefore the satisfiability problem for MLµ on finite structuresis not the same problem as the satisfiability problem for MLµ on arbitrary structures.Nevertheless, it was shown in [11] that the satisfiability problem for MLµ on finite Kripkestructures is ExpTime-complete.
 Theorem 2.2. [47, 11] Testing whether a formula of MLµ is satisfiable is ExpTime-complete, both on arbitrary Kripke structures and on finite structures.
 We note that, while the two-way modal µ-calculus as defined in [47, 11] does not includethe global modality S, the results from [11] immediately extend to full MLµ.
 Modal formulas are invariant for bisimulation [8]. Here, due to the backward modaloperators and the global modal operator, we need global two-way bisimulations (see forexample [38]). Given two Kripke structures M and N a global two-way bisimulation betweenM and N is a binary relation Z ⊆ M × N such that the following hold for every pair(a, b) ∈ Z and every relation symbol R:
 • a ∈ PM if and only if b ∈ PN , for all unary relation symbols P .• for every a′ with (a, a′) ∈ RM there is a b′ such that (b, b′) ∈ RN and (a′, b′) ∈ Z,• for every b′ with (b, b′) ∈ RN there is an a′ such that (a, a′) ∈ RM and (a′, b′) ∈ Z,• for every a′ with (a′, a) ∈ RM there is a b′ such that (b′, b) ∈ RN and (a′, b′) ∈ Z,• for every b′ with (b′, b) ∈ RN there is an a′ such that (a′, a) ∈ RM and (a′, b′) ∈ Z,• for every node a′ of M there is a node b′ of N such that (a′, b′) ∈ Z,• for every node b′ of N there is a node a′ of M such that (a′, b′) ∈ Z,
 We write M ≈ N if there is a global two-way bisimulation between M and N , and wewrite (M,a) ≈ (N, b) if the pair (a, b) belongs to a global two-way bisimulation betweenM and N . Recall that a homomorphism h : M → N is a map from the domain of Mto the domain of N such that for all relation symbols R and tuples (a1, . . . , an) ∈ RM ,we have that (h(a1), . . . , h(an)) ∈ RN . We say that M is a ≈-cover of N if there is ahomomorphism h : M → N such that (M,a) ≈ (N,h(a)) for every element a of M . Inaddition, for h(a′) = a, we say that (M,a′) is a ≈-cover of (N, a).
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 One can equivalently view bisimulations as strategies for a player in a two-player game.In this game, the two players, called Abelard en Eloıse, maintain a pair (a, b) of elements,one in each structure. Intuitively, one can think of a pebble lying on each of these twoselected nodes. At any time during the game, the pebbled nodes must satisfy the sameunary predicates in the two structures. A move of Abelard consists of choosing one ofthe two pebbles (i.e., one of the two structures), and either sliding the pebble forward orbackward along an edge belonging to some binary relation R, or moving it to an arbitraryposition. Then Eloıse must respond in the other structure with a move mimicking Abelard’smove, that is, either sliding her pebble along an edge belonging to the same relation R(and in the same direction), or moving it to an arbitrary position, depending on Abelard’smove. If Eloıse cannot respond with a valid move, Abelard wins. It is easy to see that(M,a) ≈ (N, b) if and only if, starting in (a, b), Eloıse has a strategy that allows her to playforever without letting Abelard win. We also write (M,a) ≈l (N, b) if, starting in (a, b),Eloıse has a strategy that avoids losing in the first l rounds.
 It is well known that MLµ-formulas are invariant for global two-way bisimulations: if(M,a) ≈ (N, b) and if φ is a formula of MLµ, then (M,a) |= φ if and only if (N, b) |= φ. Thisbasic fact of MLµ has an important consequence: if a µ-calculus formula has a model, thenit has a, possibly infinite, acyclic model, obtained by “unraveling” the original model alongits paths while preserving bisimulation equivalence. If we restrict attention to finite Kripkestructures, then, in general, acyclicity may not be achievable. For example, the one-elementstructure consisting in a self-loop is not bisimilar to any finite acyclic structure. However,over finite structures, a weaker form of acyclicity can be achieved. For a natural number l,a Kripke structure is called l-acyclic if its underlying graph contains no cycle of length lessthan l. We will make use of the following important result:
 Theorem 2.3. [38] For all l ∈ N, every finite Kripke structure has a finite l-acyclic ≈-cover.
 This was used to show the following property, which is relevant for us as well. We write(M,a) ≡FOq (N, b) if (M,a) and (N, b) satisfy the same first-order formulas of quantifierdepth q.
 Theorem 2.4. [38, Proposition 33] For each q ∈ N there is a l ∈ N such that whenever(M,a) ≈l (N, b), then (M,a) and (N, b) have ≈-covers (M ′, a′) and (N ′, b′), respectively,such that (M ′, a′) ≡FOq (N ′, b′). Moreover, if M and N are finite then M ′ and N ′ can bechosen to be finite as well.
 2.3. Overview of relevant oracle complexity classes. We briefly review a number ofcomplexity classes involving restricted access to an oracle, which turn out to be relevantfor our present investigation, and may not be very well known. The reader interested tolearn more about these classes would benefit from reading the literature cited below, as wellas [42] and [22] that inspired us a lot.
 The first class we use is denoted PNP, also known as ∆p2. It consists of all problems that
 are computable by a Turing machine running in time polynomial in the size of its input,where the Turing machine, at any point during its computation, can ask yes/no queriesto an NP oracle, and take the answers of the oracle into account in subsequent steps ofthe computation (including subsequent queries to the NP oracle). Analogously, one candefine the classes NPNP and coNPNP, which are also known as Σp
 2 and Πp2, respectively. An
 example of a PNP-complete problem is LEX(SAT), which takes as input a Boolean formula
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 φ(x1, . . . xn) and asks what is the value of xn in the lexicographically maximal solution(where xn is treated as the least significant bit in the ordering) [48].
 A subclass of PNP is PNP[O(logn)]. It is defined in the same way as PNP, except thatthe number of yes/no queries that can be asked to the NP oracle is bounded by O(log(n)),where n is the size of the input. There is an equivalent characterization of this class, denotedPNP|| in [13]. It consists of all problems computable using a Turing machine running in time
 polynomial in the size of its input, where the Turing machine can call the oracle only once(or a constant number of times, as this turns out not to make a difference), but in doingso it may ask the oracle several (polynomially many) yes/no questions in parallel [13]. Inother words, the answer to a query cannot be used by the Turing machine in choosing whichsubsequent queries to ask to the oracle. A third equivalent characterization of PNP[O(logn)]
 is as the class of problems that are PTime truth-table reducible to NP [13], that is, problemsfor which there is a PTime algorithm that, given an instance of the problem, produces aset y1, · · · , yn of inputs to some NP oracle, together with a Boolean formula φ(x1, · · · , xn),such that the input is a yes-instance iff φ evaluates to true after replacing each xi by 1 ifyi is accepted by the NP oracle and 0 otherwise. An example of a PNP[O(logn)]-completeproblem is the problem whether two graphs have the same chromatic number [48].
 Finally, in between PNP[O(logn)] and PNP lies a hierarchy of classes PNP[O(logi n)] with i >1. They are defined in the same way as PNP[O(logn)] except that the number of queries to the
 oracle is bounded by O(logi(n)). Each class PNP[O(logi n)] can be equivalently characterizedas the class of problems that can be solved in polynomial time allowing O(logi−1(n)) manyrounds of parallel queries to an NP oracle [14].
 There are few known natural complete problems for the classes PNP[O(logi n)]. We intro-duce here a complete problem LEXi(SAT) that we will make use of later on in our lowerbound proofs. Recall that LEX(SAT) is the problem to decide, given a Boolean formulaφ(x1, . . . , xn), whether the value of xn is 1 in the lexicographically maximal solution. Here,x1 is treated as the most significant bit and xn as the least significant bit in the ordering.Similarly, for i ≥ 1, we define LEXi(SAT) to be the problem of testing, given a Booleanformula φ(x1, . . . , xn) and a number k ≤ logi(n), whether the value of xk is 1 in the lexico-graphically maximal solution.
 Theorem 2.5. LEXi(SAT) is PNP[O(logi n)]-complete.
 Proof. The upper bound proof is immediate. In order to test whether the value of x1 is 1 inthe lexicographically maximal solution it is enough to ask the oracle whether the Booleanformula φ(1, x2, . . . , xn) has a solution or not. Depending on the result we continue withφ(1, x2, . . . , xn) or φ(0, x2, . . . , xn) and with j calls to the oracle we learn this way the valueof x1, . . . , xj in the lexicographically maximal solution.
 The lower bound proof is a straightforward adaptation of the proof in [48] that LEX(SAT)
 is PNP-complete. LetA be any problem in PNP[O(logi n)], letM be a deterministic polynomial-time Turing machine accepting A using an oracle for a problem B ∈ NP, and let M ′ be anon-deterministic polynomial-time Turing machine accepting B. Let f(n) = O(logi(n)) bea function bounding the number of oracle queries asked by M on an input of size n.
 Recall the textbook proof of NP-hardness of propositional satisfiability (cf., for example,[49]), which is based on efficiently constructing a Boolean formula describing runs of agiven non-deterministic polynomial-time Turing machine. By the same construction, we

Page 9
                        
                        

UNARY NEGATION 9
 can efficiently compute a Boolean formula
 Hn(x, u, v1, . . . , vf(n), z1, . . . , zf(n), z)
 (in fact, a conjunction of clauses with 3 literals per clause), parametrized by a naturalnumber n, whose satisfying assignments describe the runs of M on input words of lengthn, where
 (1) x describes an input word of length at most n(2) u describes the sequence of configurations of M during the run (including tape
 content, head position and state in each configuration),(3) vj describes the j-th query asked to the oracle,(4) zj describes the answer of the j-th query asked to the oracle (where z = 0 means
 “no” and z = 1 means “yes”),(5) z describes the result of the entire computation of M (where z = 0 means “reject”
 and z = 1 means “accept”).
 The formula Hn(x, u, v1, . . . , vf(n), z1, . . . , zf(n), z) does not enforce that each zj is the cor-rect answer to the oracle query vj . Thus, the formula may have several satisfying assign-ments with the same values of x (one for each possible sequence of answers that the oraclemay give).
 In the same way, we can efficiently compute a Boolean formula
 Gn(v, y, z′)
 (in fact, a conjunction of clauses with 3 literals per clause), whose satisfying assignmentsdescribe all (not necessarily accepting) runs of M ′ on input words of length n, where
 (1) v describes an input word of length at most n(2) y describes the sequence of configurations of M ′ during the run (including tape
 content, head position and state in each configuration),(3) z′ describes the result of the entire computation of M (where z = 0 means “reject”
 and z = 1 means “accept”).
 Since M ′ is non-deterministic, the formula Gn(v, y, z′) may have many satisfying assign-ments with the same values of v.
 Finally, for each input word w given as a bitstring of length n, we define φw to be theBoolean formula
 φw = Hn(w, u, v1, . . . , vf(n), z1, . . . , zf(n), z) ∧∧
 j=1...f(n)
 Gn(vj , yj , zj)
 Observe that φw only asserts that the zj is the result of some run of the non-deterministicTuring machine M ′ on input vj . It does not require that zj = 1 when M ′ has an acceptingrun on input vj . Consequently, not every satisfying assignment of φw describes the correctcomputation of M on input x. However, it is easy to see that the lexicographically maximalsatisfying assignment does describe the correct computation, due to the fact that it makeszj = 1 whenever possible (given the already obtained values for z` for ` < j). Thus, wehave z = 1 in the lexicographically maximal solution of φw if and only if w ∈ A.
 We order the variables in the formula φw so that z1, . . . , zf(n), z come first (and in thisorder). By construction, z is then the f(n)+1st variable of φw. Let m be the total number ofvariables occurring in φn (which is bounded by some polynomial in n). If f(n)+1 ≤ logim,then (φw,m) is a valid input for the LEXi(SAT) problem, and we are done. Otherwise, we

Page 10
                        
                        

10 BALDER TEN CATE AND LUC SEGOUFIN
 extend φw with additional dummy variables, which serve no role other than making surethat f(n) + 1 ≤ logim. It is easy to see that this can always be done.
 3. Model theory
 In this section we give many key definitions, we show results about the expressive powerof UNFO and UNFP, and we show that UNFO has Craig Interpolation and the ProjectiveBeth Property.
 3.1. UN-bisimulations, the finite model property, and the tree-like model prop-erty. We define a game that captures model indistinguishability, and we use it to charac-terize the expressive power of UNFO and UNFP. The game is as follows: the two playersmaintain a single pair (a, b) of elements from the two structures. A move of Abelard con-sists of choosing a set X of points in one of the two structures. Then Eloise responds witha homomorphism h from the set X into a set of points in the other structure, where thehomomorphism maps a to b (respectively b to a) if a (respectively b) belongs to the setX. Finally, Abelard picks a pair (u, h(u)) (respectively (h(u), u)) and the players continuewith that pair. The game is parametrized by the size of the sets chosen by Abelard in eachround.
 Equivalently, we can present the game in terms of a back-and-forth system:
 Definition 3.1. Let M,N be two structures. A UN-bisimulation (resp. a UN-bisimulationof width k ≥ 1) is a binary relation Z ⊆M ×N such that the following hold for every pair(a, b) ∈ Z:
 • [Forward property] For every finite set X ⊆ dom(M) (resp. with |X| ≤ k) thereis a partial homomorphism h : M → N whose domain is X, such that h(a) = b ifa ∈ X, and such that every pair (a′, b′) ∈ h belongs to Z.• [Backward property] Likewise in the other direction, where X ⊆ dom(N).
 We write M ≈UN N if there is a non-empty UN-bisimulation between M and N , and wewrite M ≈UNk N if there is a non-empty UN-bisimulation of width k between M and N .
 It is not difficult to see that the existence of a UN-bisimulation implies indistinguisha-bility by UNFP sentences, and that the (weaker) existence of a UN-bisimulation of width kimplies indistinguishability in UNFPk.
 Proposition 3.1. For any k ≥ 1, if M ≈UNk N then M and N satisfy the same sentences
 of UNFPk. In particular, if M ≈UN N then M and N satisfy the same sentences of UNFP.
 Proof. The second claim follows immediately from the first one, because M ≈UN N impliesM ≈UNk N for all k ≥ 1.
 The proof of the first claim is by induction on the nesting of fixpoints and existen-tial quantification in the formula. We assume without loss of generality that all formulasare in UN-normal form. It is convenient to state the induction hypothesis for UNFOk-formulas φ(x) in one free first-order variable and several free monadic second-order vari-ables. The induction hypothesis then becomes: for all formulas φ(x, Y ) of width k, for allUN-bisimulations Z of width k between (M,P ) and (N,Q), and for all pairs (a, b) ∈ Z, wehave (M,P , a) |= φ iff (N,Q, b) |= φ. We show only the important cases of the inductive
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 step. Let M,N be two structures, Z be a UN-bisimulation of width k between M and N ,P and Q be valuations of Y respectively on M and N , and (a, b) ∈ Z.
 • φ(x, Y ) starts with an existential quantifier. Then, by definition of UN-normalform, φ starts with a block of existential quantifications, followed by a Booleancombination of atomic formulas or formulas with at most one free first-order variable,i.e. again of the form ψ(y, Y ). Let x1, . . . , xn be the initial existentially quantifiedvariables of φ. In particular n ≤ k.
 First, suppose (M,P , a) |= φ. Let X = {a1, . . . , an} be the quantified elementsof M witnessing the truth of φ. By the definition of UN-bisimulation, there isa homomorphism h : M |X → N such that h(a) = b (if a is in the domain ofh) and such that {(ai, h(ai)) | i ≤ n} ⊆ Z. By induction hypothesis, a subformulaψ(y, Y ) of φ is true on (M,P , ai) iff it is true on (N,Q, h(ai)). Hence the assignmentthat sends x1, . . . , xn to h(a1), . . . , h(an) makes φ true on (N,Q, b). The oppositedirection, from (N,Q, b) |= φ to (M,P , a) |= φ, is symmetric.• φ(x, Y ) is any Boolean combination of formulas of the form ψ(y, Y ), the result is
 immediate from the induction hypothesis.• φ(x, Y ) is of the form [LFPX,y ψ(X,Y , y)](x). We proceed by induction on the the
 fixpoint iterations. Let Oφ,(M,P ) and Oφ,(N,Q) be be the monotone set-operations in-
 duced by φ on subsets of the domain of (M,P ) and (N,Q), respectively, and let κ =max{|M |, |N |}. Recall that the least fixpoint of Oφ,(M,P ) is equal to Oφ,(M,P )
 κ(∅),and similarly for the least fixpoint of Oφ,(N,Q). A straightforward transfinite induc-
 tion shows that, for all ordinals λ, and for all (a, b) ∈ Z, a ∈ Oφ,(M,P )λ(∅) if and
 only if b ∈ Oφ,(N,Q)λ(∅). We conclude that (M,P , a) |= [LFPX,y ψ(X,Y , y)](x) if
 and only if (N,Q, b) |= [LFPX,y ψ(X,Y , y)](x).
 Note that it is crucial, here, that we have defined width in terms of the UN-normal form.For example, if R is a binary relation, then the existence of a cyclic directed R-path of lengthk (i.e., a sequence of not necessarily distinct nodes a1, . . . , ak with R(ai, ai+1) and R(ak, a1))can be expressed in UNFO using only 3 variables, by means of a careful reuse of variables,but the formula in question would not be in UN-normal form. Indeed, the existence ofa cyclic directed R-path of length k, for k > 3, is not preserved by UN-bisimulations ofwidth k − 1.
 A similar invariance property holds for formulas with free variables. For simplicity, weonly state a version of the result without reference to the width of formulas.
 Definition 3.2. LetM andN be structures with the same signature. A UN-homomorphismh : M → N is a homomorphism with the property that (M,a) ≈UN (N,h(a)) for alla ∈ dom(M). We write (M,a) →UN (N, b) if there is a UN-homomorphism h : M → Nsuch that h(a) = b.
 Proposition 3.2. If (M,a) →UN (N, b) and M |= φ(a) then N |= φ(b), for all UNFP-formulas φ(x).
 Proof. Follows from Proposition 3.1, together with the fact that positive existential formulasare preserved by homomorphisms (note that every UNFP-formula φ(x) can be viewed asa positive existential formula built from atomic formulas and from UNFP-formulas in onefree variable).
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 From the invariance for UN-bisimulation it follows by a standard infinite unravelingargument that UNFP has the tree-like model property. A more involved partial unraveling,using back-edges in order to keep the structure finite, can also be used to show that UNFOhas the finite model property. We only state the results without giving the details of theseconstructions, as it turns out that both results will follow from the material presented inSection 4.
 Theorem 3.3. Every satisfiable UNFO formula has a finite model.
 Theorem 3.4. Every satisfiable UNFP formula of width k has a model of tree-width k−1.
 Note, that UNFP does not have the finite model property. This follows from thefact that UNFP contains the two-way µ-calculus which is known to lack the finite modelproperty [44]. Indeed, if max(x) is shorthand for ¬∃y E(x, y), then the formula
 ∃xmax(x) ∨ ∃x¬[LFPX,y ¬∃z(E(z, y) ∧ ¬X(z))](x)
 expresses the property that either there exists a maximal element or there is an infinitebackward path. This formula is therefore obviously false in the infinite structure (N, suc).However it holds on any finite structure as if a finite structure has no maximal elements, itmust contain a cycle, and hence an infinite backward path. The negation of this sentenceis satisfiable, by (N, suc), but has no finite model.
 3.2. Characterizations. We have seen in Proposition 3.1 that UNFO sentences are first-order formulas that are preserved under ≈UN-equivalence. It turns out that the converseis also true. Indeed, in the same way that bisimulation-invariance characterizes modallogic [8, 41] and guarded bisimulation-invariance characterizes the guarded fragment ofFO [1, 39], we will see that ≈UN-invariance characterizes UNFO. We show two variants ofthis result depending on whether we consider finite or infinite structures. It turns out thatthe proof for the finite case also works for the infinite case. However we give an independentproof for the infinite case as it is simpler and introduces techniques that will be useful laterwhen considering Craig Interpolation.
 We say that a FO sentence is ≈UN-invariant if for all structures M and N such thatM ≈UN N , we have M |= φ iff N |= φ. The notion of ≈UNk -invariance is defined similarly.
 Theorem 3.5. A sentence of FO is equivalent to a formula of UNFO iff it is ≈UN-invariant.For all k ≥ 1, a sentence of FO is equivalent to a formula of UNFOk iff it is ≈UNk -
 invariant.
 Before proving Theorem 3.5 we state and prove the following useful lemma. We write(M,a) ≡UNFO (N, b) if (M,a) and (N, b) satisfy the same UNFO-formulas. We define(M,a) ≡UNFOk (N, b) similarly. This lemma makes use of the classical notion of ω-saturation. The actual definition is not needed here and the interested reader is referredto [29]. For our purpose it is enough to know the following two key properties.
 (1) If a (possibly infinite) set of first-order formulas is satisfiable, then it is satisfied bya model that is ω-saturated.
 (2) Let M be ω-saturated, let a1, . . . , am ∈ dom(M), and let T (x1, . . . , xn) is an infiniteset of first-order formulas with free variables x1, . . . , xn and using a1, . . . , am asparameters. If every finite subset T ′ of T is realized in M (meaning that (M, b, a) |=T (x) for some b = b1, . . . , bn ∈ dom(M)), then the entire set T is realized in M .
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 Lemma 3.6. For all ω-saturated structures M and N with elements a and b, respectively,the following hold.
 (1) The relation {(a, b) | (M,a) ≡UNFO (N, b)} is a UN-bisimulation.(2) The relation {(a, b) | (M,a) ≡UNFOk (N, b)} is a UN-bisimulation of width k (k ≥ 1).
 Proof. We prove the second claim. The proof of the first claim is similar. Let Z = {(a, b) |(M,a) ≡UNFOk (N, b)}. We show that Z satisfies the forward property, the proof of thebackward property is analogous.
 Suppose (c, d) ∈ Z and let X ⊆ dom(M) with |X| ≤ k. We can distinguish two cases:either c ∈ X or c 6∈ X. We will consider the first case (the second case is simpler). Thus,let X = {c, c1, . . . , cn} (n < k). Let T [x1, . . . , xn] be the set of all formulas φ(x, x1, . . . , xn)that are positive Boolean combinations of atomic formulas or unary formulas of UNFOk
 and that are true in (M, c, c1, . . . , cn). We view T as an n-type with one parameter.Notice that by construction of T , for each finite subset T ′ of T the formula ∃x1 . . . xn(
 ∧T ′)
 is in UNFOk and is satisfied by (M, c). By hypothesis this formula is therefore also satisfiedby (N, d). Since N is ω-saturated (and treating T as an n-type with parameter d), it followsthat the entire set T [x, x1, . . . , xn] is realized in N under an assignment g that sends x tod. This implies that the function h sending c to d and ci to g(xi) is a homomorphism suchthat, for all i, ci and h(ci) satisfy the same formulas of UNFOk and therefore (ci, h(ci)) ∈ Zby definition of Z.
 Proof of Theorem 3.5. One direction follows from Proposition 3.1. For the other direction,we only give the proof for the case of UNFOk, the argument for full UNFO being identical.
 Let φ be any ≈UNk -invariant FO sentence. We want to show that φ is equivalent to a
 UNFOk-sentence.We first show that whenever two structures agree on all sentences of UNFOk, they agree
 on φ. Suppose M and N satisfy the same sentences of UNFOk. Without loss of generalitywe can assume that M and N are ω-saturated. Define Z ⊆ M × N as the set of all pairs(a, b) such that (M,a) and (N, b) satisfy the same UNFOk-formulas. By Lemma 3.6, Z is aUN-bisimulation of width k. We claim that Z is non-empty. Let a be any element of M , andlet Σ(x) be the set of all UNFOk-formulas with one free variable, true for a on M . Noticethat for every finite subset Σ′ of Σ, the formula ∃x
 ∧Σ′ is a sentence of UNFOk that is
 satisfied by M . Hence, by hypothesis, it is also satisfied in N . Therefore, by ω-saturation,the entire set Σ(x) is realized by an element b in N , and hence (a, b) ∈ Z, which impliesthat Z is non-empty. This implies that M ≈UNk N . Assume now that M |= φ. As φ is≈UNk -invariant and M ≈UNk N , this implies that N |= φ. By symmetry we get M |= φ iffN |= φ as desired.
 The rest of the proof is a well known argument using Compactness: If φ is not satisfiablethen φ is equivalent to the UNFO1 sentence “false”. Otherwise let M |= φ and let Θ be theset of all UNFOk sentences θ such that M |= θ. We show that Θ |= φ (i.e. any model of Θ isa model of φ). If this were not the case then we have a structure N such that N |= Θ∧¬φ.But because Θ contains each UNFOk sentence or its negation we have M ≈UNk N andM,N disagree on φ. This contradict the claim of the previous paragraph.
 By compactness, there is a finite subset Θ′ of Θ such that Θ′ |= φ. By construction,this implies that φ is equivalent to the conjunction of all the sentences in Θ′.
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 Before we turn to the finite variant of Theorem 3.5, we remark that a similar character-ization can be obtained for formulas with free variables, using UN-homomorphisms insteadof UN-bisimulations.
 Theorem 3.7. A formula of FO with free variables is equivalent to a formula of UNFO iffit is preserved under UN-homomorphisms.
 Proof. One direction is provided by Proposition 3.2. For the other direction, let φ(x) be aFO formula preserved under UN-homomorphisms. As for the proof of Theorem 3.5, usinga standard Compactness argument (cf. [18, Lemma 3.2.1]), it is enough to show that, forstructures M,N with tuples a, b, if every UNFO-formula true in (M,a) is true in (N, b),then also M |= φ(a) implies N |= φ(b). Without loss of generality we may assume that Mand N are ω-saturated. As φ is preserved under UN-homomorphisms, the result is now adirect consequence of the following claim.
 If M,N are ω-saturated structures, and a, b tuples of elements such thatevery UNFO-formula true in (M,a) is true in (N, b), then there is a UN-homomorphism from an elementary substructure of (M,a) to an elementarysubstructure of (N, b) that maps a to b.
 In what follows, we prove the above claim. First of all, note that every equality statementsatisfied in a is satisfied in b, which makes it meaningful to speak about functions mappinga to b.
 We need the notion of a potential homomorphism from a structure M to a structureN . It is a non-empty collection F of finite partial homomorphisms f : M → N , whichsatisfies the following extension property: for all f ∈ F and for all a ∈ dom(M), there is anf ′ ∈ F which extends f and whose domain includes a. By a potential UN-homomorphism wewill mean a potential homomorphism whose finite partial homomorphisms preserve the UN-bisimilarity type of each node. It is not hard to see that if M,N are countable structures andF is a potential homomorphism from M to N , then there is a homomorphism h : M → N ,which can be defined as the limit of a sequence of finite partial homomorphisms belongingto F . In particular, if F is a potential UN-homomorphism, then h is a UN-homomorphism.
 Now, let M and N be structures as described by the statement of the Lemma. Astraightforward variation of the proof of Lemma 3.6 shows that there is a potential UN-homomorphism F from M to N mapping a to b.
 Next, we take the model pair (M,N, a, b) expanded with the maximal UN-bisimulationrelation Z between M and N (i.e., the binary relation containing all pairs (a′, b′) such that(M,a′) ≈UN (N, b′)), plus infinitely many additional relations that represent the potentialUN-homomorphism F (for each k ≤ 1, we use a new 2k-ary relation Rk to representall finite partial homomorphisms defined on k elements). We then apply to downwardLowenheim-Skolem theorem to obtain a similar situation (M ′, N ′, a, b, . . .), but where M ′
 and N ′ are countable elementary substructures of M and N . Since we added the Z andRk relations before applying the Lowenheim-Skolem theorem, we still have a potential UN-homomorphism from M ′ to N ′ mapping a to b. It then follows by the earlier remark thatthere is a UN-homomorphism from M ′ to N ′ mapping a to b.
 Finally, we consider the case of finite structures. We say that a FO sentence is ≈UN-invariant on finite structures if for all finite structures M and N such that M ≈UN N , wehave M |= φ iff N |= φ. The notion of ≈UNk-invariance on finite structure is defined in
 the same way. We prove that UNFOk is also the ≈UNk -invariant fragment of FO on finite
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 structures. The proof of this result constitutes, at the same time, also an alternative proofof the second part of Theorem 3.5. However it relies in a crucial way on the parameter kand therefore does not yield a characterization of UNFO in terms of ≈UN-invariance. Inparticular, it remains open whether UNFO is the ≈UN-invariant fragment of FO on finitestructures. For simplicity, we state the result for formula with at most one free variable.
 Theorem 3.8. Fix a finite schema σ, and let m be the maximal arity of the relations inσ. For all k ≥ m, a formula of FO with at most one free variable is equivalent over finiteσ-structures to a sentence of UNFOk iff it is ≈UNk -invariant on finite σ-structures.
 Proof. Recall that we write (M,a) ≡FOq (N, b) if M and N satisfy the same FO sentencesof quantifier depth q. Recall the definition of UN-normal form, and observe that, in UNFOformulas that are in UN-normal form and that have at most one free variable, every exis-tential quantifier must be either directly below another existential quantifier, or, otherwise,the subformula starting with that quantifier has at most one free variable. In the lattercase, we call the existential quantifier in question a leading existential quantifier. We saythat a formula of UNFOk in UN-normal form with at most one free variable has block depthq if the nesting depth of its leading quantifiers is less than q. We denote by UNFOk
 q the
 fragment of UNFOk consisting of formulas in UN-normal form with at most one free vari-able that have block depth q, and we will write (M,a) ≡UNFOkq
 (N, b) if M and N satisfy
 the same formulas of UNFOkq . One can show by a straightforward induction on k that, for
 every fixed finite schema, ≡UNFOkqis an equivalence relation of finite index (that is, there
 are only finitely many equivalence classes) and, consequently, each equivalence class can bedescribed using a single UNFOk
 q -formula.The basic proof strategy is as follows: we will show that for every q ≥ 0 there exists a
 l ≥ 0 such that whenever (M,a) ≡UNFOkl(N, b), then there exist structures (M∗, a∗) and
 (N∗, b∗) such that (M,a) ≈UNk (M∗, a∗), (M∗, a∗) ≡FOq (N∗, b∗), and (N∗, b∗) ≈UNk (N, b).In other words, using the terminology of [38], “the equivalence relation ≡UNFOkl
 can be lifted
 to ≡FOq modulo ≈UNk”. This implies the theorem: starting with a ≈UNk -invariant FOformula φ in one free variable of quantifier depth q, we obtain that φ is ≡UNFOkl
 -invariant.
 Therefore φ is equivalent to the disjunction of all (finitely many, up to equivalence) formulasdescribing an equivalence class of ≡UNFOkl
 containing a model of φ.
 The construction of (M∗, a∗) and (N∗, b∗) makes use of Theorem 2.4. We first need tointroduce some auxiliary definitions that will allow us to construct a Kripke structure froman arbitrary structure, and vice versa.
 Let M be any structure over a signature σ. In what follows, by a k-neighborhood ofM , we will mean a pair (K,h), where K is a structure with domain {1, . . . , k} over σ andh is a homomorphism from K to M . Intuitively, one can think of a k-neighborhood asa realization in M of some positive existential description of size k. From σ and k weconstruct the signature σk containing a unary predicate PK for each structure K over σwith domain {1, . . . , k} and a binary relation Ri for each 1 ≤ i ≤ k. Given a structure Mover σ, we associate to it a structure GM , called the graph of M , over σk, as follows. Thenodes of GM are the elements of M plus the k-neighborhoods of M . Each node of GM thatis a k-neighborhood (K,h) is labeled by the unary predicate PK . There is an Ri-edge inGM from a k-neighborhood (K,h) of M to an element a ∈M if and only if h(i) = a.
 Conversely, we can transform a structure G over the signature σk into a structure G
 over σ as follows. The universe of G consists of the nodes of G that do not satisfy any unary
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 predicate. A tuple of such elements a = a1 . . . an (with n ≤ m ≤ k) belongs to R iff thereis a node u of G satisfying PK , for some K, and a tuple b = b1 . . . bn of elements of K suchthat K |= R(b) and such that for each i ≤ n, G contains the edge Rbi(u, ai).
 We start by establishing a useful property linking M to its graph GM .
 Claim 1. For all structures (M,a) and (N, b) and for all l ∈ N, if (M,a) ≡UNFOkl(N, b)
 then (GM , a) ≈l (GN , b).
 Proof. Let Z0 be the set of all pairs of elements (a, b) such that (M,a) ≡UNFOk0(N, b), and,
 for ` > 0, let Z` be the set of all pairs of elements (a, b) such that (M,a) ≡UNFOk`(N, b),
 together with the set of all pairs ((K,h), (K, g)) such that, for all i ≤ k, (M,h(i)) ≡UNFOk`−1
 (N, g(i)). We show, by induction on `, that from a pair (u, v) in Z`, Eloıse can survive ` stepsof the global two-way bisimulation game. Therefore, if (a, b) is such that (M,a) ≡UNFOkl
 (N, b), Zl witnesses the fact that (GM , a) ≈l (GN , b) and the lemma is proved.The base of the induction, where ` = 0, is trivial. For the induction step, recall that
 Abelard can choose a structure, and subsequently, play one of three types of moves: movingthe pebble forward along an edge, moving the pebble backward along an edge, and movingthe pebble to an arbitrary node. We will assume that Abelard chooses GM (the case whereAbelard chooses GN is symmetric) and that Abelard either (i) moves the pebble (forwardor backward) along an edge, or (ii) moves the pebble to an arbitrary node. We treat thetwo cases separately.
 As a convenient notation, for each structure K over σ with universe {1, . . . , k}, wedefine αK(x1, . . . , xk) to be the quantifier-free formula that is the conjunction of all atomicformulas true in K, using free variables x1, . . . , xk for the elements 1, . . . , k. Moreover wesay that τ is the UNFOk
 ` -type of an element a of M if it is the conjunction of all the UNFOk`
 formula ϕ(x) such that M |= ϕ(a). Modulo logical equivalence there are only finitely manyformulas in UNFOk
 ` hence each UNFOk` -type is equivalent to a formula of UNFOk
 ` .(i) Let (u, v) ∈ Z`. By construction, (u, v) is either of the form (a, b) with a ∈ dom(M)
 and b ∈ dom(N), or it is of the form ((K,h), (K, g)). First, suppose that (u, v) = (a, b),where a ∈ M and b ∈ N . Let u′ be a node of GM reachable from a by an edge. Byconstruction of GM , u′ must be of the form (K,h) and is connected with an edge of labeli to a, i.e. h(i) = a. For all i, let τi be the UNFOk
 `−1-type of h(i). By definition, the
 formula β(xi) defined as ∃x1 . . . xi−1xi+1 . . . xk αK ∧∧j 6=i τj(xj) is a formula of UNFOk
 ` and
 by construction we have (M,a) |= β(xi). Therefore (N, b) |= β(xi). Let g be the valuationcorresponding to the initial block of existential quantifications. By construction g is ahomomorphism from K to N and, for each i, (h(i), g(i)) ∈ Z`−1. Hence ((K,h), (K, g)) ∈Z`−1.
 Next, suppose (u, v) = ((K,h), (K, g)) and a there is a node u′ connected to u via anedge. By construction u′ must be an element a of GM connected with an edge of label i to(K,h), i.e. h(i) = a. By definition, for b = g(i) we have (a, b) ∈ Z`−1.
 (ii) Let (u, v) ∈ Z` and let u′ be any element of GM . First, consider the case where u′
 is an element of M , and let τ(x) be its UNFOk`−1-type. Since (M,a) ≡UNFOk`
 (N, b) and
 (M,a) |= ∃x τ(x), we have that (N, b) |= ∃x τ(x). Let v′ be the witnessing element of N .Then (N, u) ≡UNFOk`−1
 (N, v), and hence, (u′, v′) ∈ Z`−1.
 Next, suppose that u′ was of the form (K,h). For each i ≤ k, let τi(x) be the UNFOk`−1-
 type of h(i). By definition, the formula β defined as ∃x1 . . . xk αK ∧∧i τi(xi) is a formula
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 of UNFOk` and by construction we have (M,a) |= β. Therefore (N, b) |= β. Let g be
 the valuation corresponding to the initial block of existential quantifications in β. Byconstruction g is a homomorphism from K to N and, for each i, (h(i), g(i)) ∈ Z`−1. Hence((K,h), (K, g)) ∈ Z`−1.
 Fix some q ∈ N and let l be the number given by Theorem 2.4 for q+1. Let now (M,a)and (N, b) be such that (M,a) ≡UNFOkl
 (N, b). By Claim 1 we have (GM , a) ≈l (GN , b). By
 Theorem 2.4 there exists (G′M , a′) and (G′N , b
 ′) such that (G′M , a′) ≈ (GM , a), (G′N , b
 ′) ≈(GN , b) and (G′M , a) ≡FOq+1 (G′N , b). Let M∗ be G′M and N∗ be G′N . The following twoclaims show that (M∗, a′) and (N∗, b′) have the desired properties.
 Claim 2. (M∗, a′) ≡FOq (N∗, b′).
 Proof. We simply lift the winning strategy in the Ehrenfeucht-Fraısse game given by (G′M , a′) ≡FOq+1
 (G′N , b′) to a winning strategy for the Ehrenfeucht-Fraısse game (M∗, a′) ≡FOq (N∗, b′):
 When, at stage i of the game, Spoiler chooses an element ai in M∗ Duplicator respondswith the element bi provided by his strategy in the game between G′M and G′N , and viceversa if Spoiler chooses an element in N∗. We show that M∗ |= R(ai1 · · · aiκ) impliesN∗ |= R(bi1 · · · biκ). Let (K,h) be any k-neighborhood of M such that R(ai1 , . . . , aiκ) isthe h-image of an atomic fact of K. Assuming the node u = (K,h) is played in the gamebetween G′M and G′N , the extra move in the winning strategy of Duplicator guarantees the
 existence of v = (K, g) in G′M that is linked to b the same way u is linked to a. This impliesthe desired property.
 Claim 3. (M∗, a′) ≈UNk (M,a) and (N∗, b′) ≈UNk (N, b).
 Proof. We only treat the case for M , the other being identical.By Theorem 2.4, we have that (G′M , a
 ′) is a ≈-cover of (GM , a). That is, there is ahomomorphism h : G′M → GM such that h(a′) = a and such that (G′M , c) ≈ (GM , h(c)) forall c ∈ dom(G′M ).
 Let Z = {(c, h(c)) | c ∈ dom(M∗)}. Note that, for all c ∈ dom(M∗) we have thath(c) ∈ dom(M), due to the fact that c and h(c) agree on all unary predicates. We willshow that, in fact, Z is a UN-bisimulation of width k between M∗ and M . Note also that(a′, a) ∈ Z.
 We first prove that Z is the graph of a homomorphism. Let a be such that M∗ |= R(a).By construction of M∗, this implies that there is a node u in G′M of label PK and elementsb1, . . . , bl in K such that K |= R(b1, . . . , bl) and G′M |= Rbj (u, aj) for all j. As h is ahomomorphism, h(u) has the same label as u and is connected to h(a) the same way u isconnected to a. By construction of GM , this implies M |= R(h(a)).
 Since we have just shown that Z is the graph of a homomorphism, it remains only toshow that Z satisfies the backward property of the definition of UN-bisimulations.
 Consider (c, d) ∈ Z, that is, d = h(c). Let Y be a subset of elements of M of size lessthan k. We assume that d ∈ Y . The case where d 6∈ Y is handled in the same way. LetK be the structure with universe {1, . . . , k} which is isomorphic to the restriction of Mto Y and let g be the corresponding isomorphism. Without loss of generality we assumethat g(1) = b. By definition of GM there is a node v = (K, g) that is connected to allthe elements of Y via edges of appropriate label. Since (G′M , c) ≈ (GM , d), we can find anode u, whose label correspond to K, connected to c via an edge of label 1, and such thath(u) = v. Since (G′M , u) ≈ (GM , v), we can further find in G′M a set of nodes X, connected
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18 BALDER TEN CATE AND LUC SEGOUFIN
 to u in the same way that Y are connected to v, such that h(X) = Y . It follows by theconstruction of M∗ that the map from Y to X is a partial homomorphism from M to M∗.
 This concludes the proof of Theorem 3.8: it follows from Claim 2 and Claim 3 that every≈UNk -invariant FO formula φ in one free variable of quantifier depth q, is ≡UNFOkl
 -invariant
 for suitably large l, and, therefore (as explained earlier), is equivalent to a UNFOkl -formula.
 The analogous result for sentences follows immediately.
 3.3. Craig Interpolation and Beth Property. We conclude the list of nice model-theoretic properties of UNFO by showing that it has Craig Interpolation and the ProjectiveBeth Property. In fact, we can show strong versions of these results, which take into accountalso the width of formulas. This is remarkable, given that both Craig Interpolation and theBeth Property fail for the k-variable fragment of first-order logic, for all k > 1. Moreover, theresults presented in this section hold both on arbitrary structures and on finite structures.Model-theoretic proofs of Craig Interpolation typically use amalgamation constructions [18],and the proof we give here is essentially based on an amalgamation construction calledzigzag-products that was introduced, in the context of modal logic, in [36].
 For all UNFO-formulas φ(x), ψ(x), we write φ |= ψ to express that the first-orderformula ∀x(φ → ψ) (which is not necessarily a UNFO-formula) is valid, i.e. holds on allmodels.
 It turns out that it is enough to consider finite models for testing whether φ |= ψ. Thisis a consequence of the following remark and Theorem 3.3:
 Remark 3.9. For all UNFO-formulas φ(x), ψ(x), φ |= ψ holds (resp. holds on finitestructures) if and only if the UNFO sentence
 ∃x(φ ∧∧
 1≤i≤nPi(xi)) ∧ ¬∃x(ψ ∧
 ∧1≤i≤n
 Pi(xi))
 is not satisfiable (resp. does not have a finite model), where x = x1, . . . , xn and P1, . . . , Pnare fresh unary predicates.
 Remark 3.9 implies that all the results we prove for sentences apply to entailmentbetween formulas with free variables as well. In particular, since UNFO has the finitemodel property by Theorem 3.3, we have that φ |= ψ holds on arbitrary structures if andonly if holds on finite structures. Consequently, Craig Interpolation, and therefore also BethProperty, hold on arbitrary structures if and only if they hold over finite structures. In theremaining part of this section we only state the results for arbitrary structures, but, as wehave just argued, they also hold over finite structures.
 Theorem 3.10. UNFOk has Craig Interpolation: for all k ≥ 1 and for every pair of UNFOk-formulas φ(x), ψ(x) in the same free variables such that φ |= ψ, there is a UNFOk-formulaχ(x) over the common vocabulary of φ and ψ such that φ |= χ and χ |= ψ.
 Proof. The proof is by contradiction. Suppose that there is no interpolant in UNFOk. Wewill show that (the first-order formula) φ ∧ ¬ψ is satisfiable.
 Let σ be the vocabulary of φ, and τ the vocabulary of ψ, and let x = x1 . . . xn. By(M,a) ≡σ
 UNFOk(N, b) we will mean that the tuple a in M and the tuple b in N satisfy the
 same UNFOk-formulas using only relation symbols in σ, and by (M,a) VσUNFOk
 (N, b) we
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 will mean that every UNFOk-formula using only relation symbols in σ that is satisfied bythe tuple a of M is satisfied also by the tuple b of N .
 Claim 4. There are (M,a) |= φ and (N, b) |= ¬ψ such that (M,a)Vσ∩τUNFOk
 (N, b).
 Proof of Claim 4: A classic argument involving two applications of Compactness (cf. [18,Lemma 3.2.1]). Let Φ(x) be the set of all UNFOk-formulas in the joint vocabulary that arevalid consequences of φ(x). The first-order theory Φ(x) ∪ {¬ψ(x)} is consistent, because,if this were not the case, then by Compactness, some finite conjunction of formulas in Φwould be an interpolant, which we have assumed is not the case. Hence, let (N, b) |=Φ(x) ∪ {¬ψ(x)}.
 Next, let Γ(x) be the set of all UNFOk-formulas in the joint vocabulary that are false in(N, b). Then the first-order theory {¬γ | γ ∈ Γ(x)}∪{φ(x)} is consistent, for, if it were not,then by Compactness, there would be γ1, . . . , γm ∈ Γ such that
 ∧i ¬γi |= ¬φ(x) and hence∨
 i γi ∈ Φ(x), which contradicts (N, b) |= Φ(x). Let (M,a) |= {¬γ | γ ∈ Γ(x)} ∪ {φ(x)}.By construction, all UNFOk formulas in σ ∩ τ true of a in M are true of b in N . In otherwords, (M,a)Vσ∩τ
 UNFOk(N, b).
 The following Claim 5 is a strengthening of Claim 4. Recall the definition of UN-homomorphisms. Just as we parametrized UN-bisimulations by a width k and a signa-ture, we can parametrize UN-homomorphisms by a width and a signature. We write(M,x) ≈σ∩τ
 UNk(N, y) if there is a UN-bisimulation of width k, with respect to the sig-
 nature σ ∩ τ , between (M,x) and (N, y). We write (M,a) →σ∩τUNk
 (N, b) if, for every set
 X ⊆ M with |X| ≤ k, there is a partial homomorphism (with respect to the signatureσ ∩ τ) h : M → N with domain X, such that (i) h(ai) = bi for all ai ∈ a ∩ X, and (ii)(M,x) ≈σ∩τ
 UNk(N,h(x)) for all x ∈ X. In particular this implies that (M,a)Vσ∩τ
 UNFOk(N, b).
 Claim 5. There are (M,a) |= φ and (N, b) |= ¬ψ such that (M,a) →σ∩τUNk
 (N, b).
 Proof of Claim 5: We may assume without loss of generality that the models M and Nprovided by Claim 4 are ω-saturated, and therefore, by Lemma 3.6 we have that, whenever(M,a) ≡σ∩τ
 UNFOk(N, b), then (M,a) ≈σ∩τ
 UNk(N, b).
 Consider now a set X = {u1, . . . , uκ} ⊆ M with κ ≤ k. We assume that X containsno element of a. If this were not the case we simply remove those elements and proceed asbelow. Let Y = X ∪ a. We view Y as the sequence (v1, . . . , v`) where for j ≤ κ, vj = ujand for j > κ, vj = aj . For each element ui of X, let Ti be the set of UNFOk formulasψ(x) such that M |= ψ(ui). Let α be the conjunction of all atoms R(xi1 , . . . , xil) such thatM |= R(vi1 , . . . , vil). For each finite subset T ′i of Ti, the formula ∃x1, . . . xκ α ∧
 ∧i T′i (xi) is
 in UNFOk and is satisfied by (M,a). Because (M,a) Vσ∩τUNFOk
 (N, b) it is also satisfied by
 (N, b). By ω-saturation, this implies that {α(x1, . . . , xi)} ∪⋃i≤κ Ti(xi) is realized in (N, b).
 The witnessing tuple c provides the desired homomorphism from X to N .Altogether this shows that (M,a) →σ∩τ
 UNk(N, b).
 We now construct a new σ∪τ -structure K out of the σ-structure M and the τ -structureN provided by Claim 5. This new structure K will contain a tuple satisfying φ ∧ ¬ψ.Essentially, K will be the substructure of the cartesian product of M and N containing pairsof elements that are UN-bisimilar in the joint language. Relations in the joint vocabularyare interpreted as usual in cartesian products, while relations outside of the joint vocabularyare copied from the respective structure. The precise definition of K is as follows:
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20 BALDER TEN CATE AND LUC SEGOUFIN
 • The domain of K is the set of all pairs (a, b) ∈M×N such that (M,a) ≈σ∩τUNk
 (N, b).
 • For each R ∈ σ ∩ τ of arity m, RK contains all tuples (〈a1, b1〉, . . . , 〈am, bm〉) in thedomain of K such that (a1, . . . , am) ∈ RM and (b1, . . . , bm) ∈ RN .• For each R ∈ σ \ τ of arity m RK contains all tuples (〈a1, b1〉, . . . , 〈am, bm〉) in the
 domain of K such that (a1, . . . , am) ∈ RM .• Analogously for all relation symbols R ∈ τ \ σ.
 Claim 6. For all elements 〈a, b〉 ofK, we have (K, 〈a, b〉) ≈σUNk
 (M,a) and (K, 〈a, b〉) ≈τUNk
 (N, b).
 Proof of Claim 6: We will show that (K, 〈a, b〉) ≈σUNk
 (M,a). The proof of the other halfof the claim is analogous.
 Let Z be the graph of the natural projection from K onto M , i.e., Z = {(〈u, v〉, u) |〈u, v〉 ∈ K}. Clearly, (〈a, b〉, a) ∈ Z. Therefore, it suffices to show that Z is a UN-bisimulation of width k for the signature σ.
 Consider any pair (〈u, v〉, u) ∈ Z, and let X be any subset of the domain of K, with|X| ≤ k. Let h be the natural projection from K onto M , restricted to X. It is clearfrom the definition of K that h is a partial homomorphism with respect to all relations inσ (those that belong to σ ∩ τ as well as those that belong to σ \ τ). Furthermore, it isclear that h(〈a, b〉) = a if 〈a, b〉 ∈ X. Therefore, the forward property of the definition ofUN-bisimulations is satisfied.
 Next, consider any pair (〈u, v〉, u) ∈ Z, and letX be any subset of the domain ofM , with|X| ≤ k. Since (M,u) ≈σ∩τ
 UNk(N, v), there is a partial homomorphism f : M → N whose
 domain is X, such that (M,x) ≈σ∩τUNk
 (N,h(x)) for all x ∈ X, and such that h(u) = v if
 u ∈ X. Now, define h : M → K to be the map that sends every x ∈ X to 〈x, f(x)〉. Clearly,this is a well-defined partial map from M to K, with domain X, having the property thath(u) = (u, v) if u ∈ X. Therefore, it only remains to show that h is a partial homomorphism.That h preserves all relations in σ\τ is immediate from the definition of K. That h preservesall relations in σ ∩ τ follows from the construction of h and of K: if (x1, . . . , xm) ∈ RM ,then, since f is a partial homomorphism, we have that (f(x1), . . . , f(xm)) ∈ RN . Hence,by the definition of K, we have that (h(x1), . . . , h(xm)) ∈ RK .
 We will use the notation 〈a, b〉 as a convenient shorthand for (〈a1, b1〉, . . . , 〈an, bn〉).
 Claim 7. (K, 〈a, b〉) |= φ ∧ ¬ψ
 Proof of Claim 7: We may assume that φ is in UN-normal form. Let φ be of the form ∃zφ′,where φ′ is built up from atomic formulas, equalities and formulas in one free variable, usingconjunction and disjunction. Since (M,a) |= φ, there is a tuple a′ witnessing (M,a′) |= φ′
 (where a and a′ are appropriately related, depending on which variables are quantified inφ). The fact that (M,a) →σ∩τ
 UNk(N, b) gives us that there is a partial homomorphism
 h : M → N whose domain is a′, such that h(ai) = bi for all ai ∈ a ∩ a′, and such that
 (M,x) ≈σ∩τUNk
 (N,h(x)) for all x ∈ a′. Now, let us use 〈a′, b′〉 again as a convenient shorthand
 for the pairwise product of a′ and b′. Then it follows from the definition of K that all atomic
 formulas in signature τ that are true of a′ in M are true of 〈a′, b′〉 in K (for relations inτ \σ, this is immediate, and for relations in σ∩ τ , this follows from the fact that the atomic
 formula in question is true also of b′
 in N). Hence (by induction on the conjunctions and
 disjunction in φ′), we have that (K, 〈a′, b′〉) |= φ′. In fact, it can be seen that 〈a′, b′〉 providesa witness showing that (K, 〈a, b〉) |= φ.
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 Next, consider ψ. We may again assume that ψ is in UN-normal form. Recall that thedefinition of K implies that the natural projections from K onto N is a homomorphismpreserving all relations in τ (both those in σ ∩ τ and those in τ \ σ). It follows by astraightforward induction that if (K, 〈a, b〉) |= ψ, then also (N, a) |= ψ, which is not thecase.
 To summarize: on the basis of the assumption that there is no Craig interpolant for φand ψ, we were able to show that φ ∧ ¬ψ is satisfiable, and hence, φ → ψ is not a validimplication. This concludes the proof of our Craig interpolation theorem.
 As usual, Craig Interpolation implies Beth Property. Let Σ be a UNFO-theory in asignature σ and let R ∈ σ and τ ⊆ σ. We say that Σ implicitly defines R in terms of τif for all τ -structures M and for all σ-expansions M1,M2 of M satisfying Σ, we have thatRM1 = RM2 . We say that a formula φ(x) in signature τ is an explicit definition of R relativeto Σ if Σ |= ∀x (Rx↔ φ(x)). Note that the formula ∀x (Rx↔ φ(x)) is itself not necessarilya UNFO-formula, but this is irrelevant.
 Theorem 3.11. UNFO has the Projective Beth Property: whenever a UNFO-theory Σ ina signature σ implicitly defines a k-relation R in terms of a signature τ ⊆ σ, then there is aUNFO-formula in signature τ that is an explicit definition of R relative to Σ. Moreover, ifΣ belongs to UNFOk (k ≥ 1), then the explicit definition can be found in UNFOk as well.
 Proof. The argument is standard from Craig Interpolation. We give it here for the sake ofcompleteness. Suppose Σ implicitly defines R in terms of τ . We may assume R 6∈ τ becauseotherwise it is trivial. Furthermore, by Compactness, we may assume Σ to be finite. LetΣ′ be a copy of Σ in which all relations S outside of τ (including R) have been replaced bynew disjoint copies S′. Then the fact that Σ implicitly defines R in terms of τ implies thatfollowing first-order implication is valid:∧
 Σ ∧∧
 Σ′ |= ∀x(Rx→ R′x)
 We can rewrite this into an equivalent implication of UNFO-formulas:∧Σ ∧Rx |=
 ∧Σ′ → Rx
 Let χ(x) be the interpolant given by Theorem 3.10 for this UNFO-implication. It isnow straightforward to verify that χ is indeed an explicit definition of R relative to Σ.
 4. Satisfiability
 In this section, we show that the satisfiability problem for UNFP and for UNFO is 2ExpTime-complete, both on arbitrary structures and on finite structures. The lower bound holdsalready over structures with relations of bounded arity, and, in particular, over finite trees.Note that this is in contrast with GFO whose complexity drops from 2ExpTime-completeto ExpTime-complete when the arity of relations is bounded [27]. The upper bound is ob-tained by a reduction to the two-way modal µ-calculus and Theorem 2.2. Given a formulaϕ of UNFP we construct in exponential time a formula ϕ∗ in the µ-calculus such that ϕhas a (finite) model iff ϕ∗ has a (finite) model. The correctness of the construction in thefinite case builds on Theorem 2.3. The same reduction to the two-way modal µ-calculus
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 allows us to prove the finite model property of UNFO and the tree-like model property ofUNFP, i.e., Theorem 3.3 and Theorem 3.4.
 We describe the reduction from ϕ to ϕ∗ in two parts. In the first one we consider onlya special case of UNFP formulas that we call simple. Those are, intuitively, formulas ofthe global two-way µ-calculus with navigation through arbitrary relations instead of justbinary relations. The construction of ϕ∗ is then polynomial. In a second part we show howthe general case reduces to this one (with an exponential blow-up).
 4.1. Simple UNFP formulas. We first consider a fragment of UNFP, which we call simpleand denote it by sUNFP. It is a common fragment of UNFP and GFP, which embeds theglobal two-way µ-calculus. The syntax of sUNFP is given by the following grammar (recallthat we use the notation φ(x) to indicate that a formula has no free first-order variablesbesides possibly x, but may contain some monadic second-order free variables):
 φ(x) ::= P (x) | X(x) | φ(x) ∧ φ(x) | φ(x) ∨ φ(x) | ¬φ(x) | [LFPX,yφ(y)](x) |
 ∃y1 . . . yn(R(y1 . . . yn) ∧ yi = x ∧∧
 j∈{1...n}\{i}
 φ(yj)) | ∃xφ(x)
 Note that all formulas generated by this inductive definition have at most one free(first-order) variable. We denote by sUNFO the first-order (that is, fixpoint-free) fragmentof sUNFP.
 We need the following notions. A fact of a structure M is an expression R(a1, . . . , an)where (a1, . . . , an) ∈ RM . The incidence graph inc(M) of a structure M is the bi-partitegraph containing facts of M and elements of M , and with an edge between a fact and anelement if the element occurs in the fact. We say that a structure M is l-acyclic, for l ≥ 1,if (i) inc(M) has no cycle of length less than 2l, and (ii) no element of M occurs twice inthe same fact. We call a structure acyclic, if it is l-acyclic for all l (i.e., the incidence graphis acyclic and no element occurs in the same fact twice).
 Based on a simple coding of relations of arbitrary arity using binary relations we cantransform a simple formula into a formula of the µ-calculus and, using the results of Sec-tion 2.2, obtain:
 Proposition 4.1.
 (1) The satisfiability problem for sUNFP is ExpTime-complete, both on arbitrary struc-tures and on finite structures.
 (2) If a sUNFP formula has a model, it has an acyclic model(3) If a sUNFP formula has a finite model, then it has a l-acyclic finite model, ∀l ≥ 1.(4) sUNFO has the finite model property.
 Proof. (1) The ExpTime lower bound for sUNFP follows immediately from the fact thatsUNFP subsumes the two-way modal µ-calculus MLµ whose satisfiability problem is Exp-Time-hard (cf. Theorem 2.2). For the ExpTime upper bounds, we give a polynomial timetranslation from sUNFP to MLµ, which preserves (un)satisfiability on arbitrary structuresand on finite structures.
 Let φ be any sUNFP formula. Let l be the maximal arity of the relation symbolsoccurring in φ, and let p1, . . . , pl be fresh proposition letters. For each unary predicateP , we introduce a fresh proposition letter pP . Furthermore, we associate to each relationsymbol R a proposition letter pR. Intuitively, the idea of the translation is that, in ourKripke models, we will encode an R-tuple by a “gadget” consisting of a node satisfying
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 pR that has n successors (where n is the arity of the relation R) satisfying p1, . . . , pn,respectively, each of which has as a successor the corresponding element of the R-tuple.This is spelled out below in more detail. The syntactic translation [·]∗ from sUNFP to MLµis then as follows:
 [P (x)]∗ = pP
 [X(x)]∗ = X
 [φ(x) ∧ ψ(x)]∗ = [φ(x)]∗ ∧ [ψ(x)]∗
 [φ(x) ∨ ψ(x)]∗ = [φ(x)]∗ ∨ [ψ(x)]∗
 [¬φ(x)]∗ = ¬[φ(x)]∗
 [[LFPX,yφ(y)](x)]∗ = µX [φ(y)]∗
 [∃y1 . . . yn(R(y1 . . . yn) ∧ yi = x ∧∧j 6=i
 φj(yj))]∗ = ♦−(pi ∧ ♦−(pR ∧
 ∧j 6=i♦(pj ∧ ♦[φj(yj)]
 ∗)))
 [∃xφ(x)]∗ = S[φ(x)]∗
 For any structure M , we denote by M∗ the Kripke model obtained as follows: every atomicfact R(a1 . . . an) of M gets replaced by a substructure consisting of a node labeled pR whichhas n children, labeled p1, . . . pn, each of which has as its single child ai. Then it is clearfrom the construction that (M,a) |= φ(x) if and only if (M∗, a) |= [φ(x)]∗. Conversely,for every Kripke model M , we define a structure M∗ as follows: the elements of M∗ arethe elements of M . A fact R(a1, . . . , an) is inserted in M∗ whenever in M there is a nodelabeled pR and n (not necessarily distinct) children of pR, labeled p1, . . . pn, each of whichhas ai as a child.
 It is clear from the construction that (M,a) |= [φ(x)]∗ if and only if (M∗, a) |= φ(x).Altogether this shows that the translation [·]∗ preserves (un)satisfiability, both on ar-
 bitrary structures and on finite structures.(3) If φ has a finite model then by the construction above [φ]∗ has a finite Kripke model.
 By Theorem 2.3 this implies that [φ]∗ has a model that is 4l-acyclic. Now notice that thetransformation of M into M∗ described above preserves l-acyclicity up to a factor of 4, andtherefore, φ has a model that is is l-acyclic.
 (2) is proved in the same way as (3), using the fact that if [φ]∗ has a model then it hasan acyclic one and that the transformation of M into M∗ preserves acyclicity.
 (4) For a sUNFO formula φ, [φ]∗ does not contain any fixpoint and is therefore in ML.Recall from Section 2.2 that ML has the finite model property. This implies that UNFO alsohas the finite model property as the transformation of M into M∗ preserves finiteness.
 4.2. Arbitrary UNFP-formulas. We now attack the satisfiability problem for arbitraryUNFP formulas. We say that a disjunction ψ1 ∨ ψ2 is unary if ψ1 ∨ ψ2 has at most onefree variable. We remind the reader that we use the notation ψ(y) to express that ψ has atmost one free first-order variable y.
 Lemma 4.1. Every UNFP sentence is equivalent to a UNFP sentence in UN-normal formthat uses only unary disjunction, and, more precisely, a sentence generated by the followinggrammar:
 χ(y) ::= ∃z ψ(y, z) | ¬χ(y) | χ1(y) ∨ χ2(y) | [LFPX,z χ(z)](y) (4.1)
 where ψ(y, z) is of the form:
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 ∃z(τ(z) ∧ zi = y ∧
 ∧j∈{1...n}\{i}
 φj(zj))
 or ∃z(τ(z) ∧
 ∧j∈{1...n}
 φj(zj))
 (4.2)
 where z = z1 . . . zn, i ≤ n, and τ(z) is a conjunction of relational atomic formulas with noequalities, and φj is generated by the grammar (4.1).
 Proof. Concerning (4.1). Clearly we may assume that φ is a sentence as all free variablescan be existentially quantified without affecting the satisfiability and the fact that φ is inUN-normal form. It is also easy to see that non-unary occurrences of disjunction can beeliminated at the cost of a possible exponential blowup, using the fact that disjunctioncommutes with conjunction and with the existential quantifiers. This is an exponentialtransformation, reminiscent of the transformation of propositional formula into disjunctivenormal form, and it does not affect the width of the formula, nor the size of other parametersthat we will define later. This remark will be important during the complexity analysis as thewidth will appear in the exponent of the complexity of some forthcoming transformations.
 The form (4.2) is straightforward to obtain by eliminating equalities by identifying therespective quantified variables.
 In what follows let φ be any UNFP formula of the form described in Lemma 4.1, forwhich we want to test satisfiability.
 We denote by subfφ the set of all subformulas ψ(y) of φ that have one free first-ordervariable. For any subformula of φ of the form
 ∃z(τ(z) ∧ zi = y ∧∧
 j∈{1...n}\{i}
 φj(zj)) or ∃z(τ(z) ∧∧
 j∈{1...n}
 φj(zj)) ,
 we call τ(z) a neighborhood type. We denote the set of neighborhood types in φ by ntypesφ.In the sequel we will sometime view a neighborhood type τ(z) as a structure whose universeis the set of variables of z and whose relations are the atoms of τ .
 We now consider structures that are “stitched together” from copies of the neighborhoodtypes in ntypesφ.
 Definition 4.2. Consider the signature that contains, for each neighborhood type τ(z1, . . . , zn) ∈ntypesφ an n-ary relation symbol Rτ . A structure in this new signature is called a stitchdiagram. Each stitch diagram M gives rise to a stitching Mx, which is the structure (withthe same domain of M) in the original signature obtained by replacing each Rτ -tuple witha copy of the neighborhood type τ (viewed as a structure) for all τ ∈ ntypesφ.
 At this point, our basic strategy for reducing UNFP to sUNFP should be clear: we willproduce an sUNFP sentence to describe stitch diagrams whose stitchings satisfy the desiredUNFP sentence. In the rest of this section, we work out the details of this strategy.
 It is important to realize that, even if a stitch diagram M does not contain an atomicfact Rτ (a), it may still be the case that Mx |= τ(a). In this case we say that the fact Rτ (a)is implicit in M . For example, this could happen if M |= Rτ ′(a) and τ is contained inτ ′. The following claim gives us a handle on when this phenomenon may occur. For anyτ ∈ ntypesφ, we denote by |τ | the number of atomic formulas in τ . We write N ⊆M if Nis a not-necessarily-induced substructure of M .
 Lemma 4.3. If Rτ (a) is implicit in a stitch diagram M then there is an N ⊆M containingat most |τ | many facts, such that Rτ (a) is already implicit in N . Moreover N is connectedwhenever τ is.
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 Proof. We need at most one fact of M to account for each atom in τ(a).
 Let l = maxτ∈ntypesφ |τ |. We will restrict attention to stitch diagrams M that arel-acyclic. By Item (3) of Proposition 4.1 this is without loss of generality. This implies thatevery N ⊆ M containing at most l facts is acyclic. The importance of the above claim,then, shows in two facts: (i) intuitively, there are finitely many reasons why a fact maybe implicit in M , and (ii) each of these reasons is acyclic, and hence can be described insUNFP as we will see.
 Lemma 4.4. Let ψ(y,X) be any subformula of φ with at most one free first-order variable.By induction on the structure of ψ(y) we can construct a sUNFP formula ψ′(y) such that,for all l-acyclic stitch diagrams M , all a ∈M , and all sets S of elements of M , M |= ψ′(a, S)iff Mx |= ψ(a, S).
 Proof. The inductive translation commutes with all Boolean operators and with the LFP op-erator. Fix now any τ(z) ∈ ntypesφ with z = z1, . . . , zn, fix an i ≤ n, and fix a sequenceof formulas ψ1, . . . , ψi−1, ψi+1, . . . , ψn ∈ subfφ and assume ψ is of the form:
 ψ(y) := ∃z(τ ∧ zi = y ∧∧
 j∈{1...n}\{i}
 ψj(zj)) .
 (the argument if ψ is of the form ∃z(τ ∧∧j∈{i...n} ψj(zj)) is similar. Note that these
 two cases also account for the base of the induction, if we let n = 1).By induction we already have constructed sUNFP formulas ψ′1, . . . , ψ
 ′i−1, ψ
 ′i+1, . . . , ψ
 ′n
 corresponding to ψ1, . . . , ψi−1, ψi+1, . . . , ψn.We are interested in detecting in M how a node in Mx may come to satisfy ψ. We will
 construct a sUNFP formula that lists all the cases in M that make this happen. It clearlysuffices to consider one connected component of τ at a time. Hence by Lemma 4.3 it onlydepends on a small neighborhood of x in M . The formula will then be essentially a longdisjunction, where each disjunct corresponds to the description of a small neighborhood ofM in which τ is implicitly satisfied by a tuple of nodes satisfying in addition the formulasψj . Note that since we assume M to be l-acyclic, these small substructures are all acyclic,which will make it possible to describe them by an (existential) formula of sUNFP.
 More precisely, consider any connected acyclic stitch diagram N containing at most lfacts, and any homomorphism h : τ → Nx. We now construct an sUNFP formula χψ,N,h(y)that describes N (existentially positively) from the point of view of h(zi), and expressingalso that each h(zj) satisfies ψj .
 We shall make use of the following property of acyclic structures. If N is acyclic, i.e.inc(N) is acyclic, then there is a tree T (N) such that each of its nodes is labeled with afact of N satisfying the following properties: (i) each atom of N is the label of exactly onenode of T (N), (ii) if a node u of T (N) is the parent in T (N) of a node v then their labelshare at most one element of N , (iii) if two nodes u and v of T (N) share an element theneither they are siblings of one is the parent of the other. In other words, we view N as atree T (N) rooted with an atom containing h(zi) and the formula describes that tree fromtop to bottom. We construct the desired sUNFP formula by induction on the number ofnodes in T (N).
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 When T (N) contains only one node, whose label is Rτ (a1, · · · , am) and, assumingh(zi) = ai0 , the desired formula is then
 ∃y Rτ (y) ∧ yi0 = y ∧∧
 j 6=i,h(zj)=aαj
 ψ′j(yαj ).
 Assume now that T (N) is a tree whose root element is u = Rτ (a1, · · · , am) and withseveral subtrees T (N1), T (N2) · · · . By property (ii) of T (N), for all j > 0, the label of u andthe elements of Nj share at most one element, say aβj . For j > 0, let hj be the restrictionof h to the elements of Nj . Finally assume that h(zi) = ai0 . The desired formula χψ,N,h(y)is then:
 ∃y(Rτ (y) ∧ yi0 = y ∧
 ∧j 6=i,h(zj)=aαj
 ψ′j(yαj ) ∧∧j
 χψ,Nj ,hj (yβj ))
 Finally ψ′(y) is the disjunction, for each N and h as above, of the formulas χψ,N,h(y).It follows from the construction that, for all l-acyclic stitch diagrams M , M |= ψ′ if
 and only if Mx |= ψ.
 It follows from Lemma 4.4 that if the constructed sUNFO formula ψ′ is satisfiable (inthe finite or in the infinite), by Theorem 2.3 it has a l-acyclic model (in the infinite thismodel is actually acyclic) and therefore ψ is satisfiable. Conversely, it is easy to construct,from a (finite) model M of ψ, a (finite) model M ′ of ψ′. Take for M ′ the structure whosedomain is the domain of M and whose relation Rτ contains all the tuples of M satisfyingτ . Altogether this shows that ψ is satisfiable (on finite structures) if and only if ψ′ is. ByProposition 4.1 this implies that UNFP is decidable. A careful analysis of the complexityof the above translation actually yields:
 Theorem 4.5. The satisfiability problem for UNFP is in 2ExpTime, both on arbitrarystructures and on finite structures.
 Proof. Assume first that the input UNFP formula φ satisfies the simplifying assumptions ofStep 1. Recall that we denote by l the maximal number of conjuncts in neighborhood types,and by k the width of the formula. Note that the formula χψ,N,h(y) is only polynomiallylong in the length of ψ, but for any given ψ, the number of possible structures N andhomomorphisms h can be exponential. More precisely, each structureN to be considered hasat most l facts and domain size at most k·l. Moreover the number of possible atomic relationsis |ntypesφ| = O(|φ|) and each relation has arity at most k and cannot contain twice the
 same element. There are at most |φ|O(k·l) many such structures, up to isomorphism. Foreach such structure N , since the domain size is at most l ·k, the number of homomorphismsh : τ → Nx is at most (l · k)k = |φ|O(k). All in all, the number of disjuncts occurring in
 ψ′ is bounded by |φ|O(k·l). Lets now consider the size of one such disjunct: as it containsformulas of the form ψ′i for smaller formulas, we obtain by induction that the size of the
 sUNFP formula φ′ is bounded by |φ|O(r·k·l) where r is the nesting depth of existential blocks.Consider now the general case of a UNFP formula θ. Putting θ in UN-normal form is
 linear time. The transformation of θ into a formula φ satisfying the simplifying assumption isexponential in time but produces a formula whose parameters k, l and r are only polynomial(actually linear) in the size of θ. Hence, from the previous paragraph, it follows that the
 size of the resulting sUNFP formula ψ′ can be bounded by (2|θ|)|θ|c
 for some constant c,that is exponential in |θ|.
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 Hence, we obtain by Proposition 4.1 that the satisfiability problem is in 2-ExpTime,both on arbitrary structures and on finite structures.
 We conclude this section by proving Theorem 3.3 (Finite Model Property of UNFO)and Theorem 3.4 (Tree-like Model Property of UNFP) using the reductions described above.
 Proof of Theorem 3.3. Recall the construction of a sUNFP formula from a UNFP formuladescribed above, and observe that, when starting with a formula of UNFO, we actuallyobtain a formula of sUNFO. Consider now a satisfiable UNFO formula φ. By constructionthe resulting sUNFO formula φ′ is satisfiable. By Item (4) of Proposition 4.1 φ′ has a finitemodel N . By construction Nx is a finite model of φ.
 Proof of Theorem 3.4. Similarly, consider a satisfiable UNFP formula φ. By constructionthe resulting sUNFP formula φ′ is satisfiable. By Item (2) of Proposition 4.1 φ′ has anacyclic model N . By construction this implies that Nx is a model of φ that has tree-widthat most k − 1, where k is the width of φ′.
 4.3. Lower bounds and restricted fragments. The complexity result of Theorem 4.5is tight:
 Proposition 4.2. There is a fixed finite signature such that the satisfiability problem forUNFO is 2 ExpTime-hard, both on arbitrary structures and on finite structures.
 Proof. Fix an alternating 2n-space bounded Turing machine M whose word problem is 2-ExpTime-hard. We may assume that the Turing machine runs in double exponential time(e.g., by maintaining a counter). Let w be a word in the input alphabet of M . We constructa formula φw that is satisfiable if and only if M accepts w. Moreover, if φw is satisfiable,then in fact it is satisfied in some finite tree structure. In this way, we show that the lowerbound holds not only for arbitrary structures, but also for finite trees and for any classin-between. The formula φw describes an (alternating) run of M starting in the initial statewith w on the tape, and ending in a final configuration.
 The run is encoded as a finite tree whose nodes labeled by a unary predicate C representconfigurations of the Turing machine, and where a child-edge between two C-nodes indicatesthat the second node represents a successor configuration of the first. Each C-node isalso labeled by a unary predicate Qi indicating the state of the Turing machine in thatconfiguration. In addition, each C-node is the root of a subtree uniformly of height n, inwhich each non-leaf node has a child satisfying P0 and a child satisfying P1 (and no childrensatisfying both). We can associate to every leaf node of this subtree a number between 0and 2n, determined by whether each of its n ancestors (the node itself included) satisfiesP0 or P1. Thus, each leaf node of the subtree represents a tape cell, and, using furtherunary predicates, we can encode at each tape cell the current content of that tape cell, andwhether the head is currently located there. See Figure 2. All in all, the schema of thestructure consists of a binary relation R, unary relations C,P0, P1, a unary relation Qi foreach state of the Turing machine, a unary relation for each element of the alphabet, and aunary relation H to represent the head position.
 The construction of the formula φw is based on the above encoding of runs as structures.More precisely, φw is the conjunction of
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 CC
 C C
 C C C
 . . .. . .
 . . . . . .
 . . . . . . . . .
 Figure 2: Encoding of a run of the alternating Turing machine
 • A formula φ1 expressing that the root node is labeled C, and that each C-node isthe root of a subtree uniformly of height n in which every non-leaf node has a childsatisfying P0 and a child satisfying P1 (and no children satisfying both).• A formula φ2 expressing that, whenever two leaf nodes represent the same tape cell
 in the same configuration, then they agree on all unary predicates (note that, inUNFO, we cannot force that there is only one node representing each tape cell in agiven configuration, because we cannot express inequality).• A formula φ3 expressing that, whenever two leaf nodes represent the same tape cell
 in the successor configuration, and this tape cell is not the head position, then thetwo nodes agree on all unary predicates.• A formula φ4 encoding the transition function of the Turing machine (i.e., whenever,
 in some configuration, the Turing machine is in a ∃-state (∀-state), and its headreading a particular letter, then for some (respectively, for every) possible transitionthere exists a corresponding successor configuration).• A formula φ5 expressing that, in the initial (root) configuration, the tape content
 is w and the Turing machine is in the initial head position and state; and all finalconfigurations (i.e., C-nodes without C-successors) are accepting configurations.
 We omit a detailed definition of the formulas in question, which is tedious but notdifficult. For example, if we use x ↑n↓m y as a shorthand for a UNFO formula stating thatthere is a path going n steps up in a tree from x and then m steps down reaching y, if we
 use leaf(x) as a shorthand for ¬∃yR(x, y), and if we use P ↑i1 (x) as a shorthand for a UNFOformula that x has an i step ancestor satisfying P1, then φ2 can be expressed as follows (forevery unary predicate A):
 ¬∃xy(leaf(x) ∧ leaf(y) ∧ x ↑n↓n y ∧∧
 i=0...n−1
 (P ↑i1 (x)↔ P ↑i1 (y)) ∧A(x) ∧ ¬A(y))
 For φ3 and φ4 we make use of the following UNFO formula expressing the fact that x andy denote the same tape position in successive configurations:
 leaf(x) ∧ leaf(y) ∧ (x ↑n+1↓n+2 y) ∧∧i
 (P ↑i1 (x)↔ P ↑i1 (y))
 The rest of the construction is straightforward.
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 The above proof actually established the lower bound for arbitrary structures, for finitetrees, and on any class in-between. Moreover, the proof only uses formulas that havenegation depth 2. For formulas of negation depth 1, the satisfiability problem turns out tohave a lower complexity.
 Theorem 4.3. The satisfiability problem for UNFO formulas of negation depth 1 is NPNP-complete (even for formulas containing unary predicates only).
 The proof of Theorem 4.3 is postponed until Section 5 as it makes use of results re-garding the complexity of model checking which are obtained there.
 5. Model Checking
 In this section we study the complexity of the model-checking problem for UNFO andUNFP. The model-checking problem takes as input a structure M and a sentence φ, andit asks whether φ is true in M . We focus here on the combined complexity of the model-checking problem, where the input consists of a sentence and a structure. It was alreadyobserved in [16] that the model checking problem for UNFO (there called CRA(mon¬)) is in
 PNP. Here, we show that the problem is in fact PNP[O(log2 n)]-complete, and that the modelchecking problem for UNFP is in NPNP ∩ coNPNP. We refer to the reader to Section 2.3for the definition of the relevant complexity classes.
 5.1. Model checking for UNFO. We start by showing that the model checking problem
 for UNFO is PNP[O(log2 n)]-complete. We then show that bounding the nesting of nega-tions lowers the complexity to PNP[O(logn)]-complete and that allowing subformula-sharingincreases the complexity to PNP-complete.
 In order to give a better intuition about the upper bound algorithms we start bypresenting a naive evaluation algorithm. Recall that the negation depth of a UNFO formulais the maximal nesting depth of negations in its syntactic tree. Let φ(x) be a formula ofUNFO of negation depth l and M a model. Testing for an element u ∈ dom(M), whetherM |= φ(u), can be done by induction on l using the following bottom-up strategy.
 If l = 0 then φ is existential and we can test whether φ holds using one call to anNP-oracle (the oracle guesses witnesses fror the existentially quantified variables and thenchecks whether the remaining quantifier-free part of the formula holds).
 If l 6= 0, then, for all elements v of M , and all maximal subformulas ψ(y) of φ thathave negation depth l − 1, we test whether M |= ψ(v) using the induction on l. All thesetests can be performed independently of each other, and hence (by induction hypothesis)we need only l − 1 parallel calls to the NP-oracle. Based on the outcomes of these calls,we compute a new structure M ′ by expanding M with new unary predicates recording foreach element of M which of the maximal subformulas ψ(y) of negation depth l − 1 holdat that element. We also transform φ into φ′ replacing ¬ψ(y) with the appropriate newlyintroduced unary predicate. It remains to evaluate φ′ on M ′ using the same algorithm asin the base case where l = 0.
 Altogether this yields an algorithm that makes l parallel calls to an NP-oracle. Whenl is constant this implies that the total process can be made in PNP[O(logn)] and this givesthe upper bound of Theorem 5.2 below. When l is at most log |φ| this implies that the total
 process can be made in PNP[O(log2 n)] (recall the discussion in Section 2.3) and the upperbound of Theorem 5.1 essentially reduces the general case to this case.

Page 30
                        
                        

30 BALDER TEN CATE AND LUC SEGOUFIN
 Theorem 5.1. The model checking problem for UNFO is PNP[O(log2 n)]-complete.
 Proof. For the lower bound, we give a reduction from LEX2(SAT): given a Boolean for-mula φ(x1....xn), is xdlog2(n)e true in the lexicographically maximal satisfying assignment?
 Let φ(x1, . . . , xn) be a given Boolean formula, and let d = log(n) (we may assume that nis a power of 2). We are interested in knowing whether xd2 is set to 1 in the lexicographicallymaximal satisfying assignment of φ. For this we construct, in time polynomial in n, a modelMn and a formula θn such that Mn |= θn iff xd2 is set to 1 in the lexicographically maximalsatisfying assignment of φ.
 Let Mn be the structure containing n elements, a1, . . . , an, together with two elements,1, 0. The elements 1, 0 represents truth and falsity and are distinguished from the elementsa1, . . . , an using a unary predicate Q that holds only for 0, 1. Each of the elements a1, . . . , anof Mn represents a bit-string of length d encoded using d unary predicates, P1, · · · , Pd, withthe intended meaning that Pi(aj) holds in Mn iff the i-th bit of the bit-string representedby aj is true. Mn is such that a1, · · · , an code all possible bit-strings of length d.
 Below, as a suggestive notation, we will write xi for variables intended to range overtruth and falsity, and yi for variables intended to range over the n elements of Mn thatrepresent length-d bit-strings. Hence ∃x ψ should be understood as ∃x Q(x) ∧ ψ and ∃y ψas ∃y ¬Q(y) ∧ ψ.
 By φ we denote the UNFO formula obtained from φ by replacing, for k ≤ d and
 j ≤ d, the variable x(k−1)d+j by Pj(yk). Note that the free variables of φ are y1, . . . , yd andxd2+1, . . . , xn. As y1, . . . , yd will range over bit strings of length d, we are interested in thelast bit of yd, i.e. Pd(yd).
 We define, by induction on i, a formula χi(y) that is true for an element aj if thelength-d bit-string represented by aj describes the bits x(i−1)d+1 · · ·x(i−1)d+d of the lexico-graphically maximal satisfying assignment of φ. It is convenient to define simultaneouslyanother formula, ψi(y), which is true for an element aj if the length-d bit-string representedby aj describes the bits x(j−1)d+1 · · ·x(j−1)d+d in the some satisfying assignment whoseprefix up to x(j−1)d is the same as the lexicographically maximal satisfying assignment ofφ.
 ψi(y) = ∃y1 . . . yd xd2+1 . . . xn(φ ∧ yi = y ∧
 ∧j<i
 χj(yj))
 χi(y) = ψi(y) ∧ ¬∃y′(y′ > y ∧ ψi(y′))where y′ > y is shorthand for a formula expressing that the bit-string denoted by y′ islexicographically greater than the bit-string denoted by y:∨
 i<d
 ((∧j<i
 Pj(y)↔ Pj(y′)) ∧ ¬Pi(y) ∧ Pi(y′)
 ).
 Finally, take
 θn = ∃y1 . . . yd xd2+1 . . . xn (φ ∧∧i≤d
 (χi(yi)) ∧ Pd(yd)).
 Then θn is true inMn if and only if xd2 is true in the lexicographically maximal satisfyingassignment of φ as required. Moreover θn is indeed a formula of UNFO. Finally notice thateach χi has a size exponential in i but they are used only for i ≤ d = log n. Hence θn haspolynomial size and can be computed in time polynomial in n.
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 z z z z1 2 3 k. . .
 . . . .
 χ1 χ2 kχ
 y ... y1
 . .
 (1)k(1) y ... y1
 (2)k(2) y ... y1
 (n)k(n)
 Figure 3: A block in a TB-tree with n children
 We now turn to the upper bound. Recall the algorithm presented in the preambleof this section. If the syntactic tree of the formula would be a balanced binary tree thenits negation depth l would be bounded by the log of the size of the formula and we wouldbe done. The idea is to evaluate the formula by first making its syntactic tree balanced.This trick has already been applied in the context of branching time model checking using“Tree Block Satisfaction” [42]. Instead of redoing the trick, we reduce the model checkingproblem of UNFO to this one.
 We first present “Tree Block Satisfaction”, called TB(SAT)1×M in [42]. In fact, forpresent purposes, it suffices to consider a restricted version of the problem TB(SAT)1×M ,which we will refer to simply as TB(SAT) in what follows. We will describe here thisrestricted version. A TB-tree of width k ≥ 1 is a tree consisting of blocks, where each blockis, intuitively, a kind of Boolean circuit having k output gates and having k input gates foreach of its children. See Figure 3. The ith output of a block is defined in terms of the inputgates by means of an existentially quantified Boolean formula χi of the form
 ∃b1c1 . . . bmcmd(c1 = inputi1(b1) ∧ · · · ∧ cm = inputim(bm)) ∧ ψ
 )where each bj is a tuple of log k Boolean variables, encoding a number [[bj ]] from 1 to k,
 and inputij (bj) represents the value of the [[bj ]]-th output bit of the ij-th child block (which
 is denoted by y(ij)
 [[bj ]]in Figure 3) and ψ is a Boolean formula using any of the existentially
 quantified Boolean variables.TB(SAT) is then the problem, given a TB-tree and a truth assignment for all inputs
 of the blocks that are leaves of the TB-tree, whether the first output bit of the root blockevaluates to true. It was shown in [42, corollary 3.4] that TB(SAT) can be decided in
 PNP[O(log2 n)].Given a formula φ of UNFO and a structure N , we construct in polynomial time a
 TB-tree that is a yes instance of TB(SAT) iff N |= φ. The reduction is simple and reflectsthe naive evaluation of φ on N .
 The construction of the TB-tree is by induction on φ. The width k of the TB-tree isthe size of the domain of N . At each step of the induction the block of the root of theTB-tree is associated to a subformula of φ having one free variable, and is such that itsoutput gate i is set to 1 iff the i-th element of N makes the associated subformula true.Altogether the shape of the TB-tree resemble the one of the syntactic tree of the formula. Inthe QBF formulas constructed below we denote by b a vector of log k variables and [[b]] = iis a shorthand for the Boolean formula stating that b represents the binary encoding of i.
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 Let φ(x) be any formula in one free variable.
 Case 1: φ(x) is of the form ¬ψ(x). By induction hypothesis, we have a TB-tree for ψ(x)such that the outputs from the root block indicate which elements of N satisfy ψ(x). Weextend this TB-tree with one extra block on top, in which the i-th output gate is definedby the formula
 ∃b, c (c = input(b) ∧ [[b]] = i ∧ c = 0).
 This formula sets its output to 1 iff its input i is set to 0, hence preserves the inductivehypothesis as required.
 Case 2: φ(x) is built up from atomic formulas and formulas in one free variable us-ing conjunction and disjunction and existential quantification. Let y1, . . . , yn be the setof all existentially quantified variables in φ. Let ψ1(z1) . . . , ψm(zm) be the maximal sub-formulas in one free variable occurring in φ, where z1 . . . zm are among x, y1, . . . , yn. Wemay assume without loss of generality that z1, . . . , zm are the first m variables from thesequence y1, . . . , yn (in particular that z1, . . . , zm are distinct variables) because if not, onecan always introduce another existentially quantifier variable yn+1 and replace ψj(zj) by(ψj(yn+1)∧ yn+1 = zj). By induction, we have a TB-block Tj for each ψj(yj) such that theoutputs from the root block of Tj indicate which elements of N satisfy ψj(yj). The TB-treefor φ will consist of a new root block whose children are the roots of each of the Tj . Thedefinition of the i-th output gate is
 ∃b1, c1, . . . , bm, cm, bm+1, . . . , bn( ∧j≤m
 (cj = inputj(bj)) ∧ χN)
 where χN is obtained from φ by replacing each subformula of the form ψl(yl) by cl, eachsubformula of the form x = yl by bl = i, each subformula of the form yl = yl′ by bl = bl′and each subformula of the form R(yl1 , . . . , ylκ) by a Boolean formula listing all tuples inthe relation RN : ∨
 ([[d1]],...,[[dκ]])∈RN(bl1 = d1 ∧ . . . ∧ blκ = dκ)
 Note that Case 2 covers the base case when φ(x) has no subformula with one freevariable.
 It is now easy to check that the TB-tree constructed by the above induction has thedesired property and can be computed in polynomial time. This concludes the proof of theTheorem.
 As mentioned earlier, restricting the nesting of negations gives a lower complexity.
 Theorem 5.2. For all l > 0, the complexity of the model-checking problem for UNFOformula of negation depth bounded by l is PNP[O(logn)]-complete. The lower bound holdseven for a fixed structure.
 Proof. For the lower bound we use the equivalent characterization of PNP[O(logn)] as theclass of problems that are PTime truth-table reducible to NP. As 3-colorability is NP-complete, every problem in PNP[O(logn)] is PTime truth-table reducible to 3-colorability.Recall from Section 2.3 that a PTime truth-table reduction from a given problem to 3-colorability is a PTime algorithm that, given an instance of the problem, produces a sety1, · · · , yn of inputs to 3-colorability, together with a Boolean formula φ(x1, · · · , xn), such
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 that the input is a yes-instance iff φ evaluates to true after replacing each xi by 1 if yi is3-colorable and 0 otherwise.
 We show that we can reduce any problem that is PTime truth-table reducible to 3-colorability to the model checking problem for UNFO formula of negation depth 1. Forthis, fix a problem P that is PTime truth-table reducible to 3-colorability. Let w be aninput string for P . We construct from w, in time polynomial in |w|, an instance M and aformula φw such that M |= φw iff w ∈ P . As M will be independent of w and φw will be in
 UNFO and with nesting depth 1, this will show PNP[O(logn)]-hardness.By assumption, there is a polynomial time algorithm that produces from w a tuple
 〈G1, · · · , Gn, C(x1, . . . , xn)〉 such that w ∈ P iff C(x1, . . . , xn) evaluates to 1 after replacingeach of the xi by 1 iff Gi is 3 colorable.
 For each graph G, let qG be the canonical conjunctive query of G, that is, the existen-tially quantified conjunction of relational atoms, where there is an existentially quantifiedvariable for each node of G, and a relational atom for each edge of G. Note that, since qGdoes not use negation, it belongs to UNFO. Let M be the structure representing a clique ofsize 3. It is well known that M |= qG iff G is 3-colorable. Let φw be the formula constructedfrom C by replacing each occurrence of xi with the sentence qGi . It is immediate to verifythat the resulting formula is in UNFO, has negation depth 1 and satisfies the propertiesrequired for the reduction. Moreover φw can be computed in time polynomial in |w| as thiswas the case for 〈G1, · · · , Gn, C(x1, . . . , xn)〉. This completes the proof for the lower-bound.
 The upper bound is obtained using the naive evaluation of the formula presented inthe preamble of this section as l is treated as a constant.
 We now consider formalism equivalent in expressive power to UNFO but with a moresuccinct syntax that allows the sharing of subformulas. Let us denote by UNFO(let) theextension of UNFO with Boolean variables b1, b2, . . . (ranging over truth values) that canbe used as atomic formulas, and with a new construct let b = φ in ψ, where b is a Booleanvariable, φ is a sentence, i.e., a formula without free first-order variables but possibly withfree Boolean variables (excluding b itself), and ψ is a formula that may use all the Booleanvariables, including b. We only consider UNFO(let) formulas without free Boolean variables,i.e., in which each occurring Boolean variable is bound by a let operator. The semantics ofUNFO(let) formulas is as expected: when the valuation of the Boolean free variables of φis known, we can derive a valuation for b using b = φ and then we can evaluate ψ.
 Example 5.3. A typical formula of UNFO(let) looks like this:
 let b = ψ in ∃x1, . . . xn(b = 0 ∧ ψ1(x)
 )∨(b = 1 ∧ ψ2(x)
 )It is equivalent to the UNFO formula:
 ∃x1, . . . xn(¬ψ ∧ ψ1(x)
 )∨(ψ ∧ ψ2(x)
 )The UNFO(let) model checking problem is the problem of evaluating a given UNFO(let)
 formula without free Boolean variables in a given structure.
 Theorem 5.4. The UNFO(let) model-checking problem is PNP-complete. The lower boundholds even for a fixed structure.
 Proof. For the upper bound, we use a simple bottom-up evaluation strategy. Let φ be anyUNFO(let) formula. We may assume without loss of generality that each let-operator in φbinds a different Boolean variable. We assign a rank to each Boolean variable occurring in
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 φ: a Boolean variable b has rank 0 if its definition (i.e., the sentence to which it is bound byits let-operator in φ) does not contain any Boolean variables (free or bound), and b has rankk+ 1 if its definition only contains Boolean variables of rank at most k. Using Theorem 5.1repeatedly as an oracle, we can compute in polynomial time a truth value for each Booleanvariable. Finally, by replacing all Boolean variables in φ by their truth value and applyingTheorem 5.1 once more, we find out whether φ is true in the structure. Altogether thisyields a PNP algorithm.
 For the lower bound, we make use of the problem LEX(SAT): given a satisfiableBoolean formula φ(x1, . . . , xn), test if the value of xn is 1 in the lexicographically maximalsolution (cf. Section 2.3). Given a satisfiable Boolean formula φ(x1, . . . , xn) we constructin time polynomial in n a model M and a UNFO(let) formula ψ such that M |= ψ iff xn is1 in the lexicographically maximal solution of φ.
 The idea of the reduction will be to construct the lexicographically maximal solutionB1 · · ·Bn of φ bit by bit from B1 to Bn using the following algorithm: B1 is true iffφ(>, x1, . . . , xn) is satisfiable and if B1 · · ·Bi have already been computed then Bi+1 is trueiff φ(B1, · · · , Bi,>, xi+1, · · · , xn) is satisfiable.
 Specifically, our reduction uses a fixed structure M with two elements, one of whichis labeled by a unary predicate T and intuitively represents true while the other element
 represents falsity. We let φ be the UNFO formula obtained from φ by replacing each positiveoccurrence of the variable xi in φ by the formula T (xi) and each occurrence of ¬xi in φ bythe formula ¬T (xi).
 We construct by induction sentences ψ1, . . . , ψn, where each ψi is true in M if and onlyif Bi is 1. By definition B1 = 1 iff φ has an satisfiable assignment setting x1 to true. Thiscan be expressed using the formula:
 ψ1 := ∃x1 . . . xn (φ(x1, . . . .xn) ∧ T (x1)) ,
 By definition the following UNFO formula, obtained by induction, expresses that Bi is 1:
 ψi := ∃x1 . . . xn (φ(x1, . . . , xn) ∧ (∧j<i
 T (xj)↔ ψj) ∧ T (xi)).
 Notice that the size of ψi is exponential in i and therefore, even though ψn does express thetruth value of Bn, this would not give a polynomial time reduction. However, using the letconstruction of UNFO(let) we can derive the same formulas more succinctly.
 Let ψ′i be the formula (with b1, . . . , bi−1 as free Boolean variables):
 ∃x1, . . . xn(φ(x1, . . . , xn) ∧ (∧j<i
 T (xj)↔ bj) ∧ T (xi)) .
 Then we set ψ be the UNFO(let) formula:
 ψ := let b1 = ψ′1 in
 let b2 = ψ′2 in
 . . .
 let bn−1 = ψ′n−1 in ψ′n
 Then notice that ψ has all the desired properties: it is in UNFO(let), it can be computedin time polynomial in n and it verifies that M |= ψ iff Bn = 1. This concludes the proof.
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 Satisfiability for UNFO formulas of negation depth 1. We are now also in a position togive the proof of Theorem 4.3, which states that testing satisfiability for UNFO formulas ofnegation depth 1 is NPNP-complete.
 Proof of Theorem 4.3. Let ψ be any UNFO formula of negation depth 1, and let χ be thefirst-order formula obtained by bringing φ into prenex normal form. Note that χ is, ingeneral, no longer a UNFO formula. Since ψ does not contain nested negations or universalquantifiers, χ is of the form ∃x∀yχ′, where χ′ is a quantifier-free formula, which we mayassume to be in negation-normal form. In addition, we know that the variables y can onlyoccur in negative atomic subformulas of χ. In other words, all positive atomic subformulasof χ use only variables in x. We claim that χ, and hence, ψ, has a “polynomial size modelproperty”: suppose M |= ∀yφ(a, y). Let M ′ be the submodel of M containing only theelements a and containing only the (polynomially many) facts about a that occur positivelyin φ(a, y). It is easy to see that M ′ still satisfies ∀yφ(a, y). The existence of a model of φcan now be tested by guessing a structure of polynomial size and then applying the modelchecking procedure to verify whether it is a model or not. Using Theorem 5.2, this impliesthat the satisfiability problem for UNFO-formulas of negation depth 1 is in NPNP.
 Hardness is by reduction from the problem of evaluating QBF formulas of the form
 φ := ∃x∀yψwith x = x1 . . . xn and y = y1 . . . ym which is known to be complete for NPNP. We willconstruct in PTime a UNFO formula of negation depth 1 that is satisfiable if and only if φevaluates to true. Take the vocabulary consisting of unary predicates T and F plus unarypredicates P1, . . . , Pn corresponding to the existentially quantified variable x. The UNFOformula is defined as the conjunction
 ∃x.T (x) ∧ ∃x.F (x) ∧ ¬∃x.(T (x) ∧ F (x))
 ∧∧i≤n∃x(Pi(x) ∧ (T (x) ∨ F (x))) ∧ ¬(∃x.(Pi(x) ∧ T (x)) ∧ ∃x(Pi(x) ∧ F (x)))
 ∧ ¬∃y(∧i
 (T (yi) ∨ F (yi)) ∧ −φ)
 where −φ is obtained by negating φ, then pushing the negations down to the atoms, andthen replacing yi by T (yi), replacing ¬yi by F (yi), replacing xi by ∃x(Pi(x) ∧ T (x)), andreplacing ¬xi by ∃x(Pi(x) ∧ F (x)).
 It is straightforward to verify that this UNFO formula is satisfiable if and only if φevaluates to true, and that it has negation depth 1.
 5.2. Model checking for UNFP. We now turn to the complexity of the model checkingof UNFP. It is convenient, at this point, to treat the greatest-fixpoint operator (GFP) asa primitive operator, instead of as a defined connective. This way we can use dualizationin order to assume without loss of generality that all formulas of UNFP are such thatevery occurrence of a fixpoint operator in φ is a positive occurrence (i.e., lies under aneven number of negations). We also assume without loss of generality that each fixpointoperator binds a different variable, so that we can speak of the fixpoint definition of avariable X, by which we mean the formula directly below the fixpoint operator binding X.The dependency graph of fixpoint variables in φ is the directed graph whose nodes are thefixpoint variables in φ and where there is an edge from X to Y if Y occurs (free or bound)
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 inside the fixpoint definition of X. We say that a UNFP formula is alternation free if thedependency graph does not have a cycle containing both a least fixpoint variable and agreatest fixpoint variable [37].
 We first consider the alternation-free fragment.
 Theorem 5.5. The model-checking problem for the alternation-free fragment of UNFP isPNP-complete.
 Proof. Recall that we assume the formulas are such that every occurrence of a fixpointoperator in φ is a positive occurrence (i.e., lies under an even number of negations).
 We first prove the claim for formulas containing only LFP operators (no GFP opera-tors). Let φ be any UNFP formula containing only least fixpoint operators and M be amodel. Let X = X1, . . . , Xn be the fixpoint variables occurring in φ (we assume each fix-point operator binds a different variable). Initially, we assign each Xi to be the empty set.We then repeatedly consider each fixpoint variable Xi and evaluate its fixpoint definitionβi, viewed as a UNFO formula by using the current choice of sets X to interpret the freeset variables of βi as well as the fixpoint subformulas of βi, and check if new elements arederived that do not already belong to the set Xi. If this is the case, we add the elementsin question to Xi. We repeat this procedure until no new elements are derived. It is wellknown that the resulting sets we end up with are the least fixpoint solutions for the fix-point subformulas of φ. Furthermore, the number of iterations is polynomial, since, in eachiteration, at least one element of M gets added to on of the sets, and each iteration can be
 performed in PNP[O(log2 n)] by Theorem 5.1.By dualization, we get the same result for formulas containing only greatest fixpoint
 operators. The result is then easily lifted to the full alternation free fragment by inductionon the alternation rank of the fixpoint variable in question, where the alternation rank isdefined as the (finite) maximal number of fixpoint alternations on an outgoing path fromthat variable in the dependency graph: we simply perform a bottom up evaluation basedon the syntactic tree defining φ, coloring each node of M with the fixpoint formulas that itsatisfies using the above algorithms.
 For the lower bound, we reduce from LEX(SAT). Let φ(x1, . . . , xn) be any Booleanformula that is the input of the LEX(SAT) problem. We may assume without loss ofgenerality that φ is in negation normal form. We construct a structure M , whose domainis {t1, . . . , tn, f1, . . . , fn}, and with unary predicates T and V1, . . . , Vn, such that TM ={t1, . . . , tn}, and VM
 i = {ti, fi}. Intuitively, each element ti represents the eventualitythat the value of xi in the lexicographically maximal satisfying assignment is 1, while firepresents the eventuality that the value of xi in the lexicographically maximal satisfyingassignment is 0. Using a fixpoint formula, we will compute the set of all elements that areactually “true” in the lexicographically maximal satisfying assignment. It then suffices onlyto check whether tn belongs to this set.
 Let φ′ be obtained from φ by replacing every occurrence of a Boolean variable xi byT (xi). Let θ be the formula ∃z(Vn(z) ∧ T (z) ∧ [LFPX,xψ](z)) where ψ is the disjunction ofall formulas of the following forms, for all 1 ≤ k ≤ n:
 Vk(x) ∧ T (x) ∧ ∃x1, . . . , xn(∧
 i=1...n
 Vi(xi) ∧ φ′ ∧X(x1) ∧ · · · ∧X(xk−1) ∧ T (xk))
 and
 Vk(x) ∧ F (x) ∧ ¬∃x1, . . . , xn(∧
 i=1...n
 Vi(xi) ∧ φ′ ∧X(x1) ∧ · · · ∧X(xk−1) ∧ T (xk))
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 It is easy to see from the construction that θ is true in M if and only if xn = 1 in thelexicographically maximal satisfying assignment for φ.
 We now turn to the general case.
 Theorem 5.6. The UNFP model checking problem is in NPNP ∩ coNPNP and PNP-hard.
 Proof. The lower bound is immediate from Theorem 5.5. We prove here the upper bound.Since UNFP is closed under unary negation, it is enough to show that the model-
 checking problem is in NPNP. We show a slightly stronger result proving that, for everyformula in at most one free variable, we can decide in NPNP whether a given element of agiven structure makes the formula true. The algorithm we describe below is inspired by anidea from [45] to reduce the problem to the case of formulas that only contain least fixpointoperators (and no greatest fixpoint operators) by guessing a set for each greatest fixpointoperator.
 In the sequel we will only consider formulas φ with one free first-order variable and by“evaluating” this formula over M , intuitively, we mean computing, non-deterministically, aset of elements of M making the formula true.
 Recall from the beginning of the section that we consider UNFO-formula in which weallow both LFP and GFP-operators, and we require that all occurrences of fixpoint operatorsare positive. Equivalently, we view each UNFP formula as being defined inductively by thegrammar:
 φ ::= α(X,ψ, x)
 ψ ::= [LFPY,y φ(Y,X, y)](x) | [GFPY,y φ(Y,X, y)](x)
 where α is a UNFO formula with one free first-order variable, possibly several monadicsecond-order variables, and possibly using as atoms fixpoint subformulas ψ(z) defined bymutual induction using the above grammar, such that X and ψ occur only positively (underan even number of negations) in α.
 Given a formula of the form α(X,ψ, x) we denote by α the UNFO formula constructedfrom α by replacing each nested fixpoint subformula ψ(z) by Y (z) where Y is the variabledefined by ψ. Hence α has x as unique first-order free variable and X and Y as monadicsecond-order free variables. The positivity condition stated above implies that α is mono-tonic with respect to X and Y .
 Given a structureM , sets U of elements ofM and a UNFO formula φ(X,x) we denote byeval(φ, (M,U)) the subset of the domain of M computed by induction on the syntactic rep-resentation of φ using the following algorithm where, as a convenient notation, we also writeeval(φ, (M,U)) for φ = φ1, . . . , φn, to denote the tuple (eval(φ1, (M,U)), . . . , eval(φn, (M,U))):
 eval(φ, (M,U))
 • Case φ is of the form α(X,ψ, x)(1) Compute V := eval(ψ, (M,U)) by induction(2) Evaluate α on (M,U, V ), using the algorithm of Theorem 5.1
 • Case φ is of the form [LFPY,y α(Y,X, ψ, y)](x)(1) set S := ∅(2) Compute V := eval(ψ, (M,U, S)) by induction(3) Compute S′ := eval(α, (M,U, V , S)) by induction(4) If S′ = S return S otherwise go to Step 2 with S := S ∪ S′
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 • Case φ is of the form [GFPY,y α(Y,X, ψ, y)](x)(1) guess T(2) Compute V := eval(ψ, (M,U, T )) by induction(3) Compute T ′ := eval(α, (M,U, V , T )) by induction(4) If T ′ = T return T otherwise abort
 It should be clear that the algorithm is in NPNP: by monotonicity it makes only poly-nomially many inductive calls, and the base case corresponds to the evaluation of a UNFO
 formula and is therefore in PNP[O(log2 n)] by Theorem 5.1.It remains to show that this result returns the correct answers. Recall the semantics
 of fixpoints as described in Section 2. It is easy to see that the algorithm below computesexactly the correct results according to this semantics.
 eval∗(φ, (M,U))
 • Case φ is of the form α(X,ψ, x)(1) Compute V := eval(ψ, (M,U)) by induction(2) Evaluate α on (M,U, V )
 • Case φ is of the form [LFPY,y α(Y,X, ψ, y)](x)(1) set S := ∅(2) Compute V := eval(ψ, (M,U, S)) by induction(3) Compute S′ := eval(α, (M,U, V , S)) by induction(4) If S′ = S return S otherwise go to Step 2 with S := S ∪ S′
 • Case φ is of the form [GFPY,y α(Y,X, ψ, y)](x)(1) set T = dom(M)(2) Compute V := eval(ψ, (M,U, T )) by induction(3) Compute T ′ := eval(α, (M,U, V , T )) by induction(4) If T ′ = T return T otherwise go to Step 2 with T := T ∩ T ′
 Let’s denote by eval∗(φ, (M,U)) the set computed by this second algorithm, i.e. the stan-dard algorithm for fixpoint formulas. Notice that it differs with the previous algorithmonly in the case of greatest fixpoints. The fact that eval(φ, (M,U)) = eval∗(φ, (M,U)) is aconsequence of the following claim.
 Claim 8. For all M,U and φ we have eval(φ, (M,U)) ⊆ eval∗(φ, (M,U)). Moreover, if evalalways guess the correct greatest fixpoint then we have quality.
 Proof. This is a simple induction on φ. For Case (1) we obtain by induction that V ⊆ V ∗ andthe result follows immediately by the monotonicity assumption on α. Similarly, for Case (2),we obtain that each stage of the computation of the least fixpoint by eval is included in thesame stage by eval∗. The inclusion of the respective least fixpoints follows. For Case (3)
 we obtain again by induction that V ⊆ V∗
 and therefore that T ⊆ eval(α, (M,U, V∗, T ))
 by the monotonicity assumption on α. If we denote by T ∗ the greatest fixpoint of α on(M,U, V
 ∗), by Knaster-Tarski Theorem, this implies that T ⊆ T ∗ as desired.
 The second part of the claim is immediate.
 This concludes the proof of Theorem 5.6.
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 6. Trees
 In this section, we study the expressive power and computational complexity of UNFOand UNFP on trees. We consider three types of trees: binary trees (with two deterministicsuccessor relations child1, child2, and any number of unary predicates), unranked trees (witha single child relation, and any number of unary predicates), and XML trees (that is, treesin which nodes can have any number of children and the children of each node are ordered,and where the signature consists of the horizontal and vertical successor and order relations,and any number of unary predicates). We will consider finite trees, but all proofs generalizeto infinite trees.
 On XML trees with all axes, it is known that Core XPath = FO2 for unary querieswhile Core XPath = UCQ-over-FO2-unary-predicates for binary queries [35]. It turns outthat UNFO has the same expressive power as Core XPath, both for unary and for binaryqueries (cf. [16], where UNFO is called CRA(mon¬)) and therefore UNFO characterizesCore XPath in a more uniform way. In particular, since the XML tree languages definablein Core XPath are precisely the ones definable in FO2 [35], this implies that UNFO definesthe same XML tree languages as FO2. The same holds already for UNFO2.
 In this section, we further analyze the expressive power and complexity of UNFO andUNFP on trees.
 The following observation will be helpful. We say that two unranked trees are root-to-root bisimilar if the roots of the two trees are bisimilar.
 Lemma 6.1. Two unranked trees are UN-bisimilar if and only if they are root-to-rootbisimilar.
 Proof. It is clear that every UN-bisimulation is a root-to-root bisimulation. Converselysuppose t, t′ are root-to-root bisimilar trees, with roots r and r′. For any node a of t, wedenote by deptht(a) the distance from r to a, and we denote by by ta the subtree of t rootedat a. Similar notations apply to t′. Let Z consist of all pairs (a, b) of nodes from t andt′, respectively, such that (i) deptht(a) = deptht′(b) = k ≥ 0, and (ii) for each i ≤ k, thesubtree of t rooted at the i-th ancestor of a and the subtree of t′ rooted at the i-th ancestorof b are root-to-root bisimilar.
 We claim that Z is a UN-bisimulation. Let (a, b) ∈ Z. We show how to construct ahomomorphism h from t to t′ that maps a to b. The other direction is established in thesame way.
 The homomorphism h is constructed as follows: first, the root-to-root bisimulationbetween ta and t′b induces a homomorphism from ta to t′b. If a = r and b = r′, we are done.Otherwise, let a′ be the parent of a and let b′ be the parent of b. Then the root-to-rootbisimulation between ta′ and t′b′ induces a homomorphism from ta′ to t′b′ , which, we mayassume, extends the previously constructed homomorphism from ta to t′b. Repeating thesame argument, after k many steps, we obtain a homomorphism from t to t′ that maps ato b, and we are done.
 We start with UNFP. Recall that UNFP is included into MSO. Hence, over all kindof trees, UNFP sentences only define regular languages (that is, MSO-definable classes oftrees). The converse is also true:
 Theorem 6.1. The following hold both over the class of finite trees and over the class offinite and infinite trees:
 (1) On binary trees, UNFP defines the regular languages.
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 (2) On XML trees, UNFP defines the regular languages.(3) On unranked trees, UNFP defines the root-to-root bisimulation invariant regular
 languages.
 The same hold for UNFP2.
 Proof. It is known that all the three statements hold for the µ-calculus [31] (as well asfor monadic Datalog [23]). Hence, as the µ-calculus is a fragment of UNFP this showsthe first two claims and one direction of the third claim. Moreover, as every formula ofthe µ-calculus is equivalent to a UNFP2 sentence, UNFP collapses to UNFP2 over trees.Clearly, UNFP can only define regular languages that are invariant under UN-bisimulation.Hence the other direction of the third claim follows from Lemma 6.1.
 We now turn to UNFO. The k-neighborhood of a node of a tree is the subtree rootedat that node, up to depth k. A binary tree language is LT (Locally Testable) if membershipinto this language is determined by the presence or absence of isomorphism-types of k-neighborhoods for some k. Similarly, an unranked tree language is ILT (Idempotent LocallyTestable) if membership is determined by the presence of absence of bisimulation-types ofk-neighborhoods, for some k.
 Theorem 6.2. The following hold both over the class of finite trees and over the class offinite and infinite trees:
 (1) On binary trees, UNFO defines the LT regular languages.(2) On unranked trees, UNFO defines the ILT regular languages.
 The same hold for UNFO2.
 Proof. Since binary trees have bounded degree, there are only finitely many isomorphismtypes of k-neighborhoods for any given k. Moreover, each can be completely described by aUNFO formula. It follows that the LT regular languages can be defined in UNFO (in fact,in UNFO2). Incidentally, note that the only negation used in this construction is Booleannegation (i.e., negation applied to sentences), except for expressing the fact that a node isthe root or is a leaf.
 For unranked trees, the ILT regular languages are precisely the ones that can be definedby a global ML formula as defined in Section 2.2 [40]. It is clear that this language iscontained in UNFO, and therefore all ILT regular language are definable by a UNFO-sentence (in fact, a UNFO2-sentence).
 For the other direction, let φ be a sentence of UNFO. Without loss of generality we canassume that φ is in UN-normal form and satisfies the simplifying assumptions described inStep 1 of Section 4.2.
 We can further assume without loss of generality that the conjuncts τ(z) occurring inthe formulas:
 ∃z(τ(z) ∧ zi = y ∧
 ∧j∈{1...n}\{i}
 φj(zj))
 or ∃z(τ(z) ∧
 ∧j∈{1...n}
 φj(zj))
 are connected when seen as structures. If this were not the case, let I be the set of indicesj such that zj is in the component of y, zI and τI the corresponding fragments of z and τ .Let J , zJ and τJ be parts containing the remaining indices. Then
 ∃z(τ(z) ∧ zi = y ∧
 ∧j∈{1...n}\{i}
 φj(zj))
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 is equivalent to
 ∃zI(τI(zI) ∧ zi = y ∧
 ∧j∈I
 φj(zj))∧ ∃zJ
 (τJ(zJ) ∧
 ∧j∈J
 φj(zj))
 Notice that the right-hand side of the resulting formula is a sentence. Therefore φ isequivalent to the disjunction of φ1 and φ2 where φ1 is the conjunction of ∃zJ
 (τJ(zJ) ∧∧
 j∈J φj(zj))
 with φ where this right-hand side part was replaced with true, and φ2 is
 the conjunction of ¬∃zJ(τJ(zJ) ∧
 ∧j∈J φj(zj)
 )and φ where this right-hand side part was
 replaced by false.In summary, we can assume that φ is a Boolean combination of sentences in UN-normal
 form, satisfying the simplifying assumption, starting with an existential quantifier, and suchthat all its neighborhood types are connected. Hence it is enough to consider a single suchsentence.
 Let x be the first existentially quantified variable of φ, i.e. φ is ∃xψ(x). By ourassumptions on φ, all quantified variables of ψ can be taken to range over the neighborhoodof x up to distance |φ|. Hence, whether ψ(x) holds or not at a node a of a tree T onlydepends on the neighborhood of a up to distance |φ|.
 In the binary tree case, there are only finitely many such neighborhoods and each ofthem is implied by the existence of the isomorphism-type of a k-neighborhood for k = 2|φ|.Hence φ describes a language in LT.
 In the unranked tree case, there are infinitely many such neighborhoods. But, as UNFOis invariant under UN-bisimulation, it is enough to consider those neighborhoods up to UN-bisimulation. Each of the UN-bisimulation classes of these neighborhoods is implied by theexistence of the UN-bisimulation-type of a k-neighborhood for k = 2|φ|. By Lemma 6.1(and the characterization of ILT on unranked trees in terms of global ML), this implies thatφ describes a language in ILT.
 We conclude this section by investigating the complexity of satisfiability.
 Theorem 6.3. The satisfiability problem for UNFO and for UNFP is 2ExpTime-completeon binary trees, on ranked trees, and on XML trees.
 Proof. For the lower bound, recall that the proof of Proposition 4.2 was based on an encodingof Turing machine runs as finite trees. Hence it applies here too.
 For the upper bound, we will consider the case of UNFP on XML trees, as all other casescan be seen as a special case of this one. We will describe an exponential-time translationto µRegular XPath, the extension of Core XPath [24] with the Kleene star and with theleast fixpoint operator, for which satisfiability on XML trees can decided in ExpTime [15].We briefly recall the syntax of µRegular XPath (cf. [15] for more details). The languagehas two sort of expressions, node expressions φ and path expressions α which are definedby mutual recursion:
 α ::= ↑ | ↓ | ← | → | . | α[φ] | α/β | α ∪ β | α∗
 φ ::= Pi | > | ¬φ | φ ∧ φ | 〈α〉 | X | µXφ
 where, in node expressions of the form µXφ, the variable X is required to occur onlypositively (i.e., under an even number of negations) in φ.
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 Let φ be any UNFP-sentence, or, more generally, a UNFP-formula with at most one freevariable. We may assume without loss of generality that φ is in UN-normal form. In otherwords, φ is built up from atomic formulas using (i) negation, (ii) fixpoint operators, and (iii)existential positive formulas. The translation to µRegular XPath is now by induction. Thebase case of the induction, as well as the induction step for negation and for the fixpointoperators, is immediate. Now, suppose that φ is given by an existential positive formulabuilt from atomic relations and subformulas in one free variable for which we already knowthat there exists a translation. Here, we can apply the known result from [25, 7] that,on XML trees, every positive existential first-order formula in one free variable (over thegiven signature) can be translated to a Regular XPath expression (in fact, to a Core XPathexpression) in exponential time. Note that when we apply this translation to a UNFPformula, we may treat subformulas in one free variable as unary predicates).
 7. Discussion
 7.1. Logics that are contained in UNFO and UNFP. We have seen that unary nega-tion logics generalize UCQ, ML, monadic Datalog and µ-calculus. We list here other relatedformalisms.
 7.1.1. Unary conjunctive view logic. First-order unary-conjunctive-view logic (UCV) wasintroduced in [3] as a fragment of FO. A UCV query is an equality-free first-order formulaover a signature consisting of unary predicates only, but where each of these unary predicatesis in fact a view defined by a unary conjunctive query. It is easy to see that every UCV querycan be expressed by a UNFO-formula. Indeed, a quantifier elimination argument (cf. [29])shows that, over signatures consisting only of monadic relations, every equality-free first-order formula is equivalent to a UNFO formula). UNFO can be viewed as a generalizationof UCV where views may be defined in terms of each other (but without cyclic dependenciesbetween view predicates).
 7.1.2. The temporal logic CTL∗(X). CTL∗(X) is the fragment of the temporal logic CTL∗
 in which only the modal operator X (“next”) is allowed. More precisely, the syntax ofCTL∗(X) can be defined as follows:
 State formulas: φ ::= p | Eα | Aα | φ ∧ φ | φ ∨ φ | ¬φPath formulas: α ::= φ | Xα | α ∧ α | α ∨ α | ¬α
 The semantics is the usual one for CTL∗, and we refer the interested reader to [19]. Onecan show that there is a polynomial truth-preserving translation from CTL∗(X) formulasto UNFO formulas. The model checking problem for CTL∗(X) is known to be complete for
 the complexity class PNP[O(log2 n)] [42]. This can be used to provide an alternative proof of
 the PNP[O(log2 n)]-hardness of the model checking problem of UNFO, cf. Theorem 5.1.
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 7.1.3. Description logics. The basic description logic ALC (which is a notational variant ofthe basic multi-modal logic K) can be viewed as a fragment of UNFO. The same holds for anumber of extensions of ALC. Moreover, the query answering problem for these descriptionlogics reduces to the entailment problem for UNFO. Recall that the query answering problemis the following problem (cf. [2] for basic terminology):
 Given a TBox (i.e., set of concept inclusions) T , an ABox (set of atomic formulasspeaking about individuals c1 . . . cn) A, a conjunctive query q(x1, . . . , xk), and atuple of individuals (ci1 , . . . , cik), is (ci1 , . . . , cik) an answer to q in every model ofT ∪A?
 It is easy to see that this is equivalent to the validity of the UNFO-entailment
 φT ∧∧A[c1/x1, . . . , cn/xn] |= q(xi1 , . . . , xik)
 where φT is the UNFO-translation of T . This (together with Remark 3.9) gives a new proofof the known result that query answering for ALC is decidable and that it has the finitemodel property (cf. [34]). Note that the same argument works not only for ALC but forany description logic whose TBoxes can be expressed in UNFP. Moreover, the argumentworks not only for conjunctive queries, but for any class of queries expressible in UNFP.
 7.2. Comparison with guarded logics. We have already seen in Example 2.1 that UNFOand GFO are incomparable in terms of expressive power: It is easy to show that the GFOformula ∀xy(R(x, y) → S(x, y)) is not invariant under UN-bisimulations and therefore notexpressible in UNFO. On the other hand a simple argument shows that the UNFO formula∃yzu(R(x, y)∧R(y, z)∧R(z, u)∧R(u, x)) is not invariant under guarded-bisimulations andtherefore not expressible in GFO.
 The decidability and expressibility results obtained in this paper for UNFO and UNFPhave many similarities with those of their modal logic counterparts. Actually several proofsare reductions to the modal counterparts. This is in contrast with guarded logics that oftenrequire new and difficult arguments. A typical example is the finite model property of GFOwhose proof is based on the Herwig Extension Theorem (cf. [26]). In contrast, we prove thefinite model property for UNFO by reduction to the analogous result for ML (which has avery simple proof using filtration, cf. [10]).
 It is possible to reconcile the unary negation approach and the guarded approach intoone logical formalism called guarded negation logic, where it is possible to negate a formulaif all its free variables are guarded: R(x) ∧ ¬φ(x). The first-order and fixpoint formalismsobtained this way generalize both the unary negation and guarded approaches and enjoyall the nice properties of UNFO and UNFP [5].
 7.3. Undecidable extensions. Our results show that UNFO and UNFP are well behavedlogics. One may ask if there are extensions that are still well behaved. Inequalities are aminimal form of negation not supported by UNFO. Unfortunately, extending UNFO withinequalities leads to undecidability. Let us denote by UNFO6= the extension of UNFOwith inequalities, and by UNFO¬ the extension of UNFO with negative relational atomicformulas. Recall that a fragment of first-order logic is called a conservative reduction classif there is a computable map from arbitrary first-order formulas to formulas in the fragment,which preserves (un)satisfiability as well as finite (un)satisfiability.
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 Theorem 7.1. UNFO 6= and UNFO¬ are conservative reduction classes, and hence unde-cidable for satisfiability on arbitrary structures and on finite structures.
 Proof. It is known [12] that FO1 with two unary functions and equality is a conservativereduction class. We can translate this logic into UNFO 6= with two binary relations (we canuse inequalities to express that the two relations are graphs of functions, as in ¬∃xyz(Rxy∧Rxz ∧ y 6= z), and atomic formulas such as f(x) = g(x) are expressed by ∃yz(F (x, y) ∧G(x, z) ∧ y = z)). This shows that UNFO6= is a conservative reduction class.
 For UNFO¬, we use a similar argument. Let E,F,G be binary relations. Using negativeatomic formulas, it is possible to express that E is an equivalence relation, as in ¬∃xyz(Exy∧Eyz∧¬Exz)∧¬∃xy(Exy∧¬Eyx)∧¬∃x¬Exx, and that F,G are graphs of functions definedon equivalence classes of E, as in ¬∃x¬∃y(Fxy) ∧ ¬∃xx′yy′(Exx′ ∧ Fxy ∧ Fx′y′ ∧ ¬Eyy′),and similarly for G. We then use the same reduction as in the case of UNFO 6=, except thatE takes the role of the equality relation.
 Also, in the fixed point case, one can wonder whether the restriction to monadic leastfixed-points was necessary. Indeed, this question naturally arises since it is known that theguarded fragment of first-order logic is decidable even when extended with (guarded) fixedpoint operators of arbitrary arity. However, adding non-monadic fixpoint operators to oursetting make the logic undecidable.
 Theorem 7.2. The extension of UNFP with non-monadic fixed point operators is unde-cidable for satisfiability on arbitrary structures and on finite structures.
 Proof. It was shown in [43] that the containment problem for Datalog is undecidable onfinite structures and on arbitrary structures (the result is only stated in [43] for finitestructures, but the proof applies to any class of structures that contains all encodings offinite strings, under some encoding).
 We reduce this problem to the problem at hand. A containment between two Datalogqueries Π1,Π2 holds precisely if ∃x(φΠ1(x)∧
 ∧i Pi(xi))∧¬∃x(φΠ2(x)∧
 ∧i Pi(xi)) is unsatis-
 fiable, where φΠi is the Datalog query Πi written as a formula of LFP. Note that φΠi doesnot contain negation, and therefore belongs to the extension of UNFP with non-monadicfixed point operators. Incidentally, note that the overall reduction uses only Boolean nega-tion (i.e., negation applied to sentences).
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