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Veritas™ Cluster Server Release NotesThe software described in this book is furnished under a license agreement andmay be usedonly in accordance with the terms of the agreement.
 Product version: 6.0.1
 Document version: 6.0.1 Rev 3
 Legal NoticeCopyright © 2013 Symantec Corporation. All rights reserved.
 Symantec, the Symantec Logo, the Checkmark Logo, Veritas, Veritas Storage Foundation,CommandCentral,NetBackup, EnterpriseVault, andLiveUpdate are trademarksor registeredtrademarks of Symantec Corporation or its affiliates in the U.S. and other countries. Othernames may be trademarks of their respective owners.
 The product described in this document is distributed under licenses restricting its use,copying, distribution, and decompilation/reverse engineering. No part of this documentmay be reproduced in any form by any means without prior written authorization ofSymantec Corporation and its licensors, if any.
 THEDOCUMENTATIONISPROVIDED"ASIS"ANDALLEXPRESSORIMPLIEDCONDITIONS,REPRESENTATIONS AND WARRANTIES, INCLUDING ANY IMPLIED WARRANTY OFMERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE OR NON-INFRINGEMENT,ARE DISCLAIMED, EXCEPT TO THE EXTENT THAT SUCH DISCLAIMERS ARE HELD TOBELEGALLYINVALID.SYMANTECCORPORATIONSHALLNOTBELIABLEFORINCIDENTALOR CONSEQUENTIAL DAMAGES IN CONNECTION WITH THE FURNISHING,PERFORMANCE, OR USE OF THIS DOCUMENTATION. THE INFORMATION CONTAINEDIN THIS DOCUMENTATION IS SUBJECT TO CHANGE WITHOUT NOTICE.
 The Licensed Software andDocumentation are deemed to be commercial computer softwareas defined in FAR12.212 and subject to restricted rights as defined in FARSection 52.227-19"Commercial Computer Software - Restricted Rights" and DFARS 227.7202, "Rights inCommercial Computer Software or Commercial Computer Software Documentation", asapplicable, and any successor regulations. Any use, modification, reproduction release,performance, display or disclosure of the Licensed Software andDocumentation by theU.S.Government shall be solely in accordance with the terms of this Agreement.
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Technical SupportSymantec Technical Support maintains support centers globally. TechnicalSupport’s primary role is to respond to specific queries about product featuresand functionality. TheTechnical Support group also creates content for our onlineKnowledge Base. The Technical Support group works collaboratively with theother functional areas within Symantec to answer your questions in a timelyfashion. For example, theTechnical Support groupworkswithProductEngineeringand Symantec Security Response to provide alerting services and virus definitionupdates.
 Symantec’s support offerings include the following:
 ■ A range of support options that give you the flexibility to select the rightamount of service for any size organization
 ■ Telephone and/or Web-based support that provides rapid response andup-to-the-minute information
 ■ Upgrade assurance that delivers software upgrades
 ■ Global support purchased on a regional business hours or 24 hours a day, 7days a week basis
 ■ Premium service offerings that include Account Management Services
 For information about Symantec’s support offerings, you can visit our website atthe following URL:
 www.symantec.com/business/support/index.jsp
 All support services will be delivered in accordance with your support agreementand the then-current enterprise technical support policy.
 Contacting Technical SupportCustomers with a current support agreement may access Technical Supportinformation at the following URL:
 www.symantec.com/business/support/contact_techsupp_static.jsp
 Before contacting Technical Support, make sure you have satisfied the systemrequirements that are listed in your product documentation. Also, you should beat the computer onwhich theproblemoccurred, in case it is necessary to replicatethe problem.
 When you contact Technical Support, please have the following informationavailable:
 ■ Product release level
 http://www.symantec.com/business/support/index.jsp
 http://www.symantec.com/business/support/contact_techsupp_static.jsp
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■ Hardware information
 ■ Available memory, disk space, and NIC information
 ■ Operating system
 ■ Version and patch level
 ■ Network topology
 ■ Router, gateway, and IP address information
 ■ Problem description:
 ■ Error messages and log files
 ■ Troubleshooting that was performed before contacting Symantec
 ■ Recent software configuration changes and network changes
 Licensing and registrationIf yourSymantecproduct requires registrationor a licensekey, access our technicalsupport Web page at the following URL:
 www.symantec.com/business/support/
 Customer serviceCustomer service information is available at the following URL:
 www.symantec.com/business/support/
 Customer Service is available to assist with non-technical questions, such as thefollowing types of issues:
 ■ Questions regarding product licensing or serialization
 ■ Product registration updates, such as address or name changes
 ■ General product information (features, language availability, local dealers)
 ■ Latest information about product updates and upgrades
 ■ Information about upgrade assurance and support contracts
 ■ Information about the Symantec Buying Programs
 ■ Advice about Symantec's technical support options
 ■ Nontechnical presales questions
 ■ Issues that are related to CD-ROMs or manuals
 http://www.symantec.com/business/support/
 http://www.symantec.com/business/support/
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Support agreement resourcesIf youwant to contact Symantec regarding an existing support agreement, pleasecontact the support agreement administration team for your region as follows:
 [email protected] and Japan
 [email protected], Middle-East, and Africa
 [email protected] America and Latin America
 DocumentationProduct guides are available on the media in PDF format. Make sure that you areusing the current version of the documentation. The document version appearson page 2 of each guide. The latest product documentation is available on theSymantec website.
 https://sort.symantec.com/documents
 Your feedback on product documentation is important to us. Send suggestionsfor improvements and reports on errors or omissions. Include the title anddocument version (located on the second page), and chapter and section titles ofthe text on which you are reporting. Send feedback to:
 [email protected]
 For information regarding the latest HOWTO articles, documentation updates,or to ask a question regarding product documentation, visit the Storage andClustering Documentation forum on Symantec Connect.
 https://www-secure.symantec.com/connect/storage-management/forums/storage-and-clustering-documentation
 About Symantec ConnectSymantec Connect is the peer-to-peer technical community site for Symantec’senterprise customers. Participants can connect and share informationwith otherproduct users, including creating forum posts, articles, videos, downloads, blogsand suggesting ideas, as well as interact with Symantec product teams andTechnical Support. Content is rated by the community, and members receivereward points for their contributions.
 http://www.symantec.com/connect/storage-management
 mailto:[email protected]
 mailto:[email protected]
 mailto:[email protected]
 https://sort.symantec.com/documents
 mailto:[email protected]
 https://www-secure.symantec.com/connect/storage-management/forums/storage-and-clustering-documentation
 https://www-secure.symantec.com/connect/storage-management/forums/storage-and-clustering-documentation
 http://www.symantec.com/connect/storage-management
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Veritas Cluster ServerRelease Notes
 This document includes the following topics:
 ■ About this document
 ■ Component product release notes
 ■ About Veritas Cluster Server
 ■ About Symantec Operations Readiness Tools
 ■ Important release information
 ■ Changes introduced in VCS 6.0.1
 ■ VCS system requirements
 ■ No longer supported
 ■ VCS: issues fixed in 6.0.1
 ■ Known issues
 ■ Software limitations
 ■ Documentation
 About this documentThis document provides important information aboutVeritas Cluster Server (VCS)version 6.0.1 for Solaris. Review this entire document before you install or upgradeVCS.
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The information in the Release Notes supersedes the information provided in theproduct documents for VCS.
 This is "Document version: 6.0.1 Rev 3" of theVeritasCluster ServerReleaseNotes.Before you start, make sure that you are using the latest version of this guide.The latest product documentation is available on the Symantec Web site at:
 https://sort.symantec.com/documents
 Component product release notesIn addition to reading thisReleaseNotes document, review the component productrelease notes before installing the product.
 Product guides are available at the following location on the software media inPDF formats:
 /docs/product_name
 Symantec recommends copying the files to the /opt/VRTS/docsdirectory on yoursystem.
 This release includes the following component product release notes:
 ■ Veritas Storage Foundation Release Notes (6.0.1)
 About Veritas Cluster ServerVeritas™ Cluster Server (VCS) by Symantec provides High Availability (HA) andDisaster Recovery (DR) for mission critical applications running in physical andvirtual environments. VCS ensures continuous application availability despiteapplication, infrastructure or site failures.
 About VCS agentsVCS bundled agents manage a cluster’s key resources. The implementation andconfiguration of bundled agents vary by platform.
 For more information about bundled agents, refer to the Veritas Cluster ServerBundled Agents Reference Guide.
 The Veritas High Availability Agent Pack gives you access to agents that providehigh availability for various applications, databases, and third-party storagesolutions. The Agent Pack is available through SymantecTM Operations ReadinessTools (SORT). For more information about SORT, seehttps://sort.symantec.com/home.For informationaboutagentsunderdevelopment
 Veritas Cluster Server Release NotesComponent product release notes
 8
 https://sort.symantec.com/documents
 https://sort.symantec.com/home
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and agents that are available throughSymantec consulting services, contact yourSymantec sales representative.
 VCS provides a framework that allows for the creation of custom agents. Createagents in situations where the Veritas High Availability Agent Pack, the bundledagents, or the enterprise agents do not meet your needs.
 For more information about the creation of custom agents, refer to the VeritasCluster serverAgentdeveloper'sGuide. You canalso request a customagent throughSymantec consulting services.
 About compiling custom agentsCustom agents developed in C++ must be compiled using Oracle Solaris Studio.The following is the layout of libvcsagfw.so in usr/lib:
 /usr/lib/libvcsagfw.so --> . /libvcsagfw.so.2
 If you use custom agents compiled on older compilers, the agents may not workwithVCS 6.0.1. If your customagents use scripts, continue linking to ScriptAgent.Use Script50Agent for agents written for VCS 5.0 and above.
 About Symantec Operations Readiness ToolsSymantec Operations Readiness Tools (SORT) is a Web site that automates andsimplifies some of the most time-consuming administrative tasks. SORT helpsyou manage your datacenter more efficiently and get the most out of yourSymantec products.
 SORT can help you do the following:
 ■ List product installation andupgrade requirements, includingoperating system versions, memory, disk space, andarchitecture.
 ■ Analyze systems to determine if they are ready to install orupgrade Symantec products.
 ■ Download the latest patches, documentation, and highavailability agents from a central repository.
 ■ Access up-to-date compatibility lists for hardware, software,databases, and operating systems.
 Prepare for your nextinstallation or upgrade
 9Veritas Cluster Server Release NotesAbout Symantec Operations Readiness Tools
 https://sort.symantec.com
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■ Get automatic email notifications about changes to patches,array-specific modules (ASLs/APMs/DDIs/DDLs), and highavailability agents from a central repository.
 ■ Identify and mitigate system and environmental risks.
 ■ Display descriptions and solutions for hundreds of Symantecerror codes.
 Manage risks
 ■ Find and download patches based on product version andplatform.
 ■ List installed Symantec products and license keys.
 ■ Tune and optimize your environment.
 Improve efficiency
 Note: Certain features of SORT are not available for all products. Access to SORTis available at no extra cost.
 To access SORT, go to:
 https://sort.symantec.com
 Important release information■ For important updates regarding this release, review the Late-Breaking News
 TechNote on the Symantec Technical Support website:http://www.symantec.com/docs/TECH164885
 ■ For the latest patches available for this release, go to:https://sort.symantec.com/
 ■ Thehardwarecompatibility list contains informationabout supportedhardwareand is updated regularly. For the latest information on supported hardwarevisit the following URL:http://www.symantec.com/docs/TECH170013Before installing or upgrading Storage Foundation and High AvailabilitySolutions products, review the current compatibility list to confirm thecompatibility of your hardware and software.
 Changes introduced in VCS 6.0.1This section lists the changes in Veritas Cluster Server 6.0.1.
 Veritas Cluster Server Release NotesImportant release information
 10
 https://sort.symantec.com/
 http://www.symantec.com/docs/TECH164885
 https://sort.symantec.com/
 http://www.symantec.com/docs/TECH170013
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New versioning process for SFHA Solutions productsSymantec made some changes to simplify the versioning process to ensure thatcustomers have a unified experience when it comes to deploying our differentproducts across Storage, Availability, Backup, Archiving and Enterprise Securityproducts. With this change, all the products will have a 3 digit version. Incomplying with this approach, the current SFHA Solutions release is available asversion 6.0.1.
 New directory location for the documentation on the software mediaThePDF files of the product documentation are now located in the /docsdirectoryon the software media. Within the /docs directory are subdirectories for each ofthe bundled products, which contain the documentation specific to that product.Thesfha_solutionsdirectory containsdocumentation that applies to all products.
 Changes related to installation and upgradesThe product installer includes the following changes in 6.0.1.
 Locally-installed installation and uninstallation scripts nowinclude the release versionWhen you run local scripts (/opt/VRTS/install) to configure Veritas products, thenames of the installed scripts now include the release version.
 Note: If you install your Veritas product from the install media, continue to runthe installvcs command without including the release version.
 To run the script from the installed binaries, run the installvcs<version>command.
 Where <version> is the current release version with no periods or spaces.
 For example, to configure the 6.0.1 version of your product, run this command:
 # /opt/VRTS/install/installvcs601 -configure
 Support for Solaris 11 Automated InstallerYou can use the Oracle Solaris Automated Installer (AI) to install the Solaris 11operating systemonmultiple client systems in anetwork.AI performsahands-freeinstallation (automated installationwithoutmanual interactions) of both x86 andSPARC systems. You can also useAImedia (AI bootable image, provided byOracle,
 11Veritas Cluster Server Release NotesChanges introduced in VCS 6.0.1

Page 12
                        
                        
                        

which can be downloaded from the Oracle Web site) to install the Oracle SolarisOS on a single SPARC or x86 platform. All cases require access to a packagerepository on the network to complete the installation.
 Additional installation postcheck optionsThe postcheck option has been enhanced to include additional checks.
 You can use the installer’s post-check option to perform the following checks:
 ■ General checks for all products.
 ■ Checks for Volume Manager (VM).
 ■ Checks for File System (FS).
 ■ Checks for Cluster File System (CFS).
 Support for tunables file templatesYou canuse the installer to create a tunables file template. If you start the installerwith the -tunables option, you see a list of all supported tunables, and the locationof the tunables file template.
 Installer support to configure Coordination Point serversYou can now use the -configcps option in the installer to configure CP servers.This functionality to configure CP servers is now integrated with the installer.The configure_cps.pl script used earlier to configure CP servers is nowdeprecated.
 You can also configure CP servers by generating response files. You can use the-responsefile '/tmp/sample1.res' option in the installer to configure CPservers.
 See the Installation Guide for more details.
 Attributes introduced in VCS 6.0.1The following section describe the attributes introduced in VCS 6.0.1.
 MultiNICB agent attribute:
 ■ IPMPDevice: Stores the IPMP interfacename. To configureMultiNICB resourcein IPMP mode on Solaris 11, set the value of this attribute to the valid nameof IPMP interface created for interfaces underMultiNICB control. At the sametime, make sure that UseMpathd attribute of MultiNICB is set to 1. Thisattribute is applicable only to Oracle Solaris 11.
 Veritas Cluster Server Release NotesChanges introduced in VCS 6.0.1
 12

Page 13
                        
                        
                        

IPMultiNICB agent attribute:
 ■ DeleteRouteOptions: String to delete a routewhenun-configuring an interface.When RouteOptions and DeleteRouteOptions attributes are configured,RouteOptions attribute is used to add route andDeleteRouteOptions attributeis used to delete route. When RouteOptions attribute is not configured,DeleteRouteOptions attribute is ignored.
 LDom agent attributes
 ■ ResyncVMCfg:TheResyncVMCfgattribute is set by thehavmconfigsyncutility.If this attribute is set, the agent redefines the virtual machine configurationif it already exists using the CFgFile attribute.
 Service group attribute
 ■ UserAssoc: This attribute can be used for any purpose.
 Cluster level attribute
 ■ FipsMode: Indicates whether FIPS mode is enabled for the cluster. The valuedepends on the mode of the broker on the system.
 Changes related to virtualization support in VCS 6.0.1
 Virtualization support on SolarisThe following new virtualization features are introduced on Solaris:
 ■ ForOracle Solaris 11, VCS supports zone root creation only on ZFS filesystem.
 Utility to synchronize virtualmachine configuration across thecluster nodesThe havmconfigsync utility provides ability to synchronize virtual machineconfiguration across the cluster nodes.
 You can use the havmconfigsync utility to synchronize virtual machineconfiguration from one online node to other nodes in the cluster. To do so, runhavmconfigsync <vm_name> on any of the nodes in the cluster passing the virtualmachine name as the parameter. It detects the node on which virtual machine isonline and saves the configuration of the running virtual machine to a sharedstorage.
 The location of the shared storage is identified by the file specified in CFGFileattribute.
 Make sure the path of the file specified is on a shared storage, either parallel orfailover.
 13Veritas Cluster Server Release NotesChanges introduced in VCS 6.0.1
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The utility saves the backup of the original configuration file before updating thenew configuration.
 On the other nodes in the cluster, during failover or switch, the online operationredefines the LDom configuration by removing the existing configuration andredefining the VM using the new configuration saved on the shared storage.
 Note: The havmconfigsync utility is not supported on Solaris x86.
 Changes to VCS bundled agentsThis section describes changes to the bundled agents for VCS.
 See the Veritas Cluster Server Administrator's Guide and Veritas Cluster ServerBundled Agents Reference Guide for more information.
 Added support for solaris10 brand zonesOracle Solaris has added support for solaris10 brand zone on Solaris 11 system.Zone agent is updated to support solaris10 brand zone on Solaris 11 system.
 Separate attributes to add and delete network routeA new attribute DeleteRouteOptions is introduced in the IPMultiNICB resourceconfiguration that allows you to use different commands to delete the networkroutewhenyouoffline the resource.WhenRouteOptions andDeleteRouteOptionsattributes are configured, RouteOptions attribute is used to add the route andDeleteRouteOptions attribute is used to delete the route. However whenRouteOptions attribute is not configured,DeleteRouteOptions attribute is ignored.
 Refer to the Veritas Cluster Server Bundled Agent Reference Guide for moreinformation.
 Changes to Share agentOn Solaris 11, VCS 6.0.1 requires at least one directory to be shared across rebooton a node in order to configure Share agent.
 Use the following command to share a directory across reboots:
 #share /xyz
 Changes in Apache agent requirements on Solaris 11On Solaris 11 platform, VCS Apache agent requires the following package asprerequisite:
 Veritas Cluster Server Release NotesChanges introduced in VCS 6.0.1
 14
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pkg:/compatibility/ucb
 In absence of the above package the following error is displayed:
 Can't exec "/usr/ucb/ps": No such file or
 directory at /opt/VRTSvcs/bin/Apache/Proc.pm line 699.
 Use of uninitialized value $sErrorString in scalar chomp
 at /opt/VRTSvcs/bin/Apache/Proc.pm line 720.
 Change to NFS agentSetting UseSMF attribute of NFS resource to 0 is not supported on Solaris 11.
 Enhancement to the CoordPoint agentThe CoordPoint agent monitors changes to the Coordinator Disk Groupconstitution, such as when a disk is deleted from the Coordinator Disk Group dueto accidental execution of aVxVMadministrative commandor if theVxVMprivateregion of a disk is corrupted.
 The agent performs detailed monitoring on the CoordPoint resource and reportsfaults. You can tune the frequency of the detailed monitoring by setting theLevelTwoMonitorFreq attribute introduced in this release. For example, if youset this attribute to 5, the agentmonitors the CoordinatorDiskGroup constitutionin every fifth monitor cycle.
 For more information on the CoordPoint agent, see the Veritas Cluster ServerBundled Agents Reference Guide.
 For information on configuring the CoordPoint agent using script-based installerandmanually configuring the CoordPoint agent tomonitor coordinator disks, seethe Veritas Cluster Server Installation Guide.
 For more information on replacing I/O fencing coordinator disks or coordinatordiskgroupwhen the cluster is online, see theVeritasClusterServerAdministrator'sGuide.
 Application agent enhancementsApplication agent has undergone the following enhancement:
 ■ TheProPCV support forApplication agent to prevent the processes configuredin the MonitorProcesses attribute is supported since earlier release. If theProPCVattribute is enabled for a service group, the processes configuredunderMonitorProcesses attribute for the Application resource in the group areprevented from starting on other cluster nodes once the resource is online ona cluster node.
 15Veritas Cluster Server Release NotesChanges introduced in VCS 6.0.1
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With this release the ProPCV feature is enhanced for Application agent. Withthis enhancement, the Application agent now supports the prevention of theprogram configured under StartProgram attribute. When the ProPCV isenabled, the StartProgram will be prevented from starting on other clusternodes once the Application resource is online on a node.SeeBundledAgentReferenceGuide andVeritasCluster ServerAdministrator'sGuide for more information.
 IPMultiNICB and MultiNICB must be configured in IPMPmodeon Solaris 11Since IPMP mode is the only supported mode to configure MultiNICB agent inVCS 6.0.1, IPMultiNICB and MultiNICB resources on Solaris 11 system must beconfigured in the following order:
 1. Create IPMP interface manually for the interfaces under MultiNICB control.Refer to Oracle Solaris Administration: Network interfaces and NetworkVirtualization Guide for more details.
 2. Specify the IPMP interface name in IPMPDevice attribute of MultiNICBresource.
 3. Set UseMpathd and ConfigCheck attributes of MultiNICB resource to 1 and0 respectively.
 4. Make sure that the IPMP interface and corresponding base interfaces areconfigured correctly and are up before enabling MultiNICB resource.
 Changes related to IMFThis release includes the following changes to IntelligentMonitoring Framework(IMF):
 Open IMF architectureTheOpen IMF architecture builds further upon the IMF functionality by enablingyou to get notifications about events that occur in user space. The architectureuses an IMF daemon (IMFD) that collects notifications from the user spacenotification providers (USNPs) and passes the notifications to the AMF driver,which in turn passes these on to the appropriate agent. IMFD starts on the firstregistration with AMF by an agent that requires Open IMF.
 The Open IMF architecture provides the following benefits:
 ■ IMF can group events of different types under the same VCS resource and isthe central notification provider for kernel space events anduser space events.
 Veritas Cluster Server Release NotesChanges introduced in VCS 6.0.1
 16
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■ More agents can become IMF-aware by leveraging the notifications that areavailable only from user space.
 ■ Agents can get notifications from IMFwithout having to interact withUSNPs.
 For more information, refer to the Veritas Cluster Server Administrator's Guide.
 New IMF-aware agent in VCS 6.0.1The following agent is IMF-aware in VCS 6.0.1:
 ■ DiskGroup agent
 Changes to the VCS engine
 Enhanced -propagate functionality to supportmoredependencytypesThe -propagate option can be used if the dependency tree contains global and/orremotedependency. The followingdependency types are supported for bothonlinepropagate and offline propagate options:
 ■ online global soft
 ■ online global firm
 ■ online remote soft
 ■ online remote firm
 Cluster security with FIPS modeVCS provides an option to secure your cluster with FIPS. With this option, thecommunication with the cluster is encrypted using FIPS approved algorithms.The FIPS compliance is introduced with the following guiding factors:
 ■ FIPS compliance is a configurable option available with VCS 6.0.1. Whenexisting VCS deployments are upgraded from VCS 6.0 or earlier versions to6.0.1, FIPS compliance is not automatically enabled.
 ■ To enable FIPS mode, you must ensure that the cluster is new and configuredwithout setting any security condition. To configure FIPS mode on a clusterwhich is already secured, refer to the steps underEnablinganddisabling securemode for the cluster in Veritas Cluster Server Administrator Guide.
 ■ 6.0.1 does not support FIPS in GCO or CP server based cluster.
 17Veritas Cluster Server Release NotesChanges introduced in VCS 6.0.1
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Postonline and postoffline triggers must be enabled after amanual upgradeThe preonline and postoffline triggers must be enabled if you perform a manualupgrade from VCS versions 5.x to 6.0 or later. You can enable the triggers ifrequired by setting the TriggersEnabled attribute of the service group.
 PreOnline, TriggersEnabled and ContainerInfo have a global(cluster-wide) valueThe service group attributes PreOnline, TriggersEnabled and ContainerInfo havea global (cluster-wide) value. The value can be localized for every system.
 Changes to LLTThis release includes the following change to LLT:
 Setting the value of peerinact in the /etc/llttab file
 Symantec recommendsnot to set the value of peerinact to 0. To achieve the infinitetimeout functionality for peerinact, you must set peerinact to a large value. Thesupported range of value is between 1 through 2147483647.
 VCS system requirementsThis section describes system requirements for VCS.
 The following information applies toVCS clusters. The information does not applyto SF Oracle RAC installations.
 VCS requires that all nodes in the cluster use the sameprocessor architecture andrun the same operating system.
 For example, in a cluster with nodes running Solaris, all nodes must run SolarisSPARC or Solaris x64.
 VCS requires that all nodes in the cluster use the sameprocessor architecture andall nodes in the cluster must run the same VCS version. Each node in the clustermay run a different version of the operating system, as long as the operatingsystem is supported by the VCS version in the cluster.
 See “Hardware compatibility list” on page 19.
 See “Supported Solaris operating systems ” on page 19.
 Veritas Cluster Server Release NotesVCS system requirements
 18
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Hardware compatibility listThe compatibility list contains information about supported hardware and isupdated regularly. For the latest information on supported hardware go to thefollowing URL:
 http://www.symantec.com/docs/TECH170013
 Before installing or upgrading Veritas Cluster Server, review the currentcompatibility list to confirm the compatibility of your hardware and software.
 Supported Solaris operating systemsThis section lists the supported operating systems for this release of Veritasproducts. For current updates, visit the Symantec Operation Readiness ToolsInstallation and Upgrade page:https://sort.symantec.com/land/install_and_upgrade.
 Table 1-1 shows the supported operating systems for this release.
 Table 1-1 Supported operating systems
 ChipsetsLevelsOperating systems
 SPARCUpdate 8, 9, and 10Solaris 10
 x86Update 8, 9, and 10Solaris 10
 SPARCSRU1 or laterSolaris 11
 x86SRU1 or laterSolaris 11
 Supported software for VCSVCS supports the following versions of Veritas Storage Foundation:
 Veritas Storage Foundation: Veritas Volume Manager (VxVM) with Veritas FileSystem (VxFS)
 Oracle Solaris 11
 ■ Storage Foundation 6.0.1
 ■ VxVM 6.0.1 with VxFS 6.0.1
 ■ Storage Foundation 6.0PR1
 ■ VxVM 6.0PR1 with VxFS 6.0PR1
 Oracle Solaris 10
 19Veritas Cluster Server Release NotesVCS system requirements
 http://www.symantec.com/docs/TECH170013
 https://sort.symantec.com/land/install_and_upgrade
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■ Storage Foundation 6.0.1
 ■ VxVM 6.0.1 with VxFS 6.0.1
 ■ Storage Foundation 6.0
 ■ VxVM 6.0 with VxFS 6.0
 Note: VCS supports the previous and the next versions of Storage Foundation tofacilitate product upgrades.
 Supported Oracle VM Server for SPARCSupported Oracle VMServer for SPARC versions are OVM2.0, OVM2.1 and OVM2.2.
 For supported OS version for Oracle VM Server for SPARC, refer to Oracle VMserver for SPARC Release Notes.
 The version of the Oracle Solaris OS that runs on a guest domain is independentof the Oracle Solaris OS version that runs on the primary domain. Therefore, ifyou run the Oracle Solaris 10 OS in the primary domain, you can still run theOracle Solaris 11 OS in a guest domain. Likewise if you run the Oracle Solaris 11OS in the primary domain, you can still run the Oracle Solaris 10 OS in a guestdomain.
 The only difference between running theOracle Solaris 10OSor theOracle Solaris11 OS on the primary domain is the feature difference in each OS.
 Supported Solaris operating systems for CP server
 Table 1-2 Supported Solaris OS versions for CP server
 ChipsetsLevelsOperating systems
 SPARCUpdate 8, 9, and 10Solaris 10
 x64Update 8, 9, and 10Solaris 10
 SPARCSRU1 or laterSolaris 11
 x64SRU1 or laterSolaris 11
 Supported enterprise agentsTable 1-3 lists the agents for enterprise applications and the software that theagents support.
 Veritas Cluster Server Release NotesVCS system requirements
 20
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Table 1-3 Supported software for the VCS agents for enterprise applications
 Solaris versionApplicationversion
 ApplicationAgent
 SPARC: Solaris 10
 x64: Solaris 10
 9.1, 9.5, 9.7DB2 EnterpriseServer Edition
 DB2
 SPARC: Solaris 10
 x64: Solaris 10
 10gR2,11gR1,11gR2
 OracleOracle
 SPARC: Solaris 11
 x64: Solaris 11
 11.2.0.3
 SPARC: Solaris 10
 x64: Solaris 10
 12.5.x, 15.xSybase AdaptiveServer Enterprise
 Sybase
 See the Veritas Cluster Server Installation Guide for the agent for more details.
 For a list of the VCS application agents and the software that the agents support,see the Veritas Cluster Server Agents Support Matrix at Symantec website.
 No longer supportedThe following features are not supported in this release of VCS products:
 No longer supported agents and componentsVCS no longer supports the following:
 ■ The configure_cps.pl script used to configure CP server is now deprecatedand is no longer supported.
 ■ AlternateIO is not qualified on Solaris 11 platform.
 ■ VCS6.0.1 does not supportNFSmountwithUFS file systemhosted on theNFSserver.
 Deprecated attributesDeprecated DiskGroup agent attribute:
 ■ DiskGroupType
 21Veritas Cluster Server Release NotesNo longer supported
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VCS: issues fixed in 6.0.1This section covers the incidents that are fixed in VCS 6.0.1.
 LLT, GAB, and I/O fencing fixed issuesTable 1-4 lists the fixed issues for LLT, GAB, and I/O fencing.
 Table 1-4 LLT, GAB, and I/O fencing fixed issues
 DescriptionIncident
 vxfen startup script gives error grep: can't open
 /etc/vxfen.d/data/cp_uid_db.
 The error comes because vxfen startup script tries to read a file thatmightnot be present. This error is typically seenwhen starting vxfen for the veryfirst time after installation.
 2845244
 Setting peerinact value to 0 in the /etc/llttab file floods the system logfile with large number of log messages.
 2554167
 Vxfenswap fails when LANG is set to a value other than 'C'. The vxfenswaputility internally uses the tr command. If the LANG environment variableis set to something other than C, it may cause improper functioning of thevxfenswap utility.
 2699308
 On Solaris 11, vxfen startup scripts do not report the correct status offencing .
 2726341
 Fencingmay start upwith an errormessageopen failed for device:
 /dev/vxfen in the log. It happens when the fencing startup script triesto access the driver that is still loading into memory. However, fencingcomes up seamlessly in spite of the error message.
 2850926
 Logs report errors related to mv command when the vxfen service isdisabled.
 2699291
 Post-install script of the VRTSllt package reports error while attemptingto disable the SMF service system/llt.
 2762660
 Post-install script of theVRTSvxfenpackage reports errorwhile attemptingto disable the SMF service system/vxfen.
 2762660
 Bundled agents fixed issuesTable 1-5 lists the fixed issues for bundled agents.
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Table 1-5 Bundled agents fixed issues
 DescriptionIncident
 Youcanconfigure theMultiNICBagent toperform link-baseddetectionand probe-based detection by setting the LinkTestRatio attribute to1 (one) and the IgnoreLinkStatus attribute to 0 (zero). However, whenyou set these values, the agent may fail to send out ICMP requests todetermine the resource state. As a result, the agent may report anerroneous resource state and probe-based detection may fail.
 2509227
 Concurrency violation and data corruption of a Volume resourcemayoccur, if storage connectivity is lost or all paths under VxDMP aredisabled and PanicSystemOnDGLoss is set to 0.
 2850904
 On an Oracle Solaris 11 system, when you configure IP resource in ashared IP zone of type solaris brand, the IP resource doesnot go online.
 2730451
 In cases where the Zpool is corrupted and is unable to be importedcleanly even after using the -f and -F option the Zpool agent reportsas ONLINE. The health of the Zpool is degraded and the filesystemreports I/O errors.
 2850923
 The clean entry point for theMount agent fails to unmount a resourceof type NFS after a halt.
 2639181
 Handle errors seen when zfs list command fails in Zpool agent.2850924
 The pkg verify command displays error messages.2850925
 Fire drill for Mount agent does not accurately portray a failoverscenario.
 2794175
 If the 'httpd' binary or the 'ab' binary is not present at the locationthat you specified in the 'httpdDir' attribute, theApache agent cannotperform detail monitoring or start the HTTP server.
 2728802
 Whenever Apache resource monitor runs and if the zone is stillbooting, warning messages may be seen due to stale credentials. It issafe to ignore these messages.
 2703707
 You may be unable to configure the MultiNICB agent to performprobe-based detection of resource state.
 2509227
 Whenyou configure an IPMultiNICB resource for a Solaris zone, agentfails to plumb the options.
 2680428
 In IPMP mode, when if_mpadm command to disable interface fails,IPMultiNICB agent may report resource as faulted.
 2730979
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Table 1-5 Bundled agents fixed issues (continued)
 DescriptionIncident
 Using only spaces in an attribute value may cause issues with therelated VCS agent.
 2714464
 IMF registration for Mount resource for file systems type other thanVxFS and NFS should be blocked.
 2850905
 Mount resource does not get registered with IMF if the attributesBlockDevice and/or MountPoint have a trailing slash in their values.
 2850916
 DNSAgent goes to UNKNOWN state if the Top Level Domain (TLD) ismore than 4 characters in length.
 2822920
 In releases prior toVCS6.0.1, the upper boundvalue of FaultToleranceattribute of the CoordPoint agent was the one less than the numberof coordination points. If themajority number of coordination pointsfault, the entire cluster panicked under network partition scenario.Therefore, the upper bound value of the FaultTolerance attribute ofCoordPoint agent had to be set to less than the majority of thecoordination points. Subsequent to VCS 6.0.1, the FaultToleranceattribute of CoordPoint agent is less than themajority of coordinationpoints.
 2846389
 VCS engine fixed issuesTable 1-6 lists the fixed issues for VCS engine.
 Table 1-6 VCS engine fixed issues
 DescriptionIncident
 You may see two instances of CmdServer running on a node. One ofthese using IPv4 and the other IPv6.
 2879413
 When a Global Cluster Option (GCO) is configured across clustershaving duplicate system names, command-line utility hagrp givesincorrect output with the "-clear", "-flush", "-state" options.
 2832754
 CmdSlave gets stuck in a tight loop when it gets an EBADF on a filedescriptor(fd). The CmdSlave process keeps retrying on the FD andeventually dumps core.
 2741299
 If a group is auto-enabled, the engine clears the Start attribute evenif the resource is online.
 2850906
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Table 1-6 VCS engine fixed issues (continued)
 DescriptionIncident
 Engine does not check whether remote parent is online when –nopreoption is selected.
 2692173
 If the following attributes are specified before SystemList attributein main.cf, then the value got rejected when HAD started:
 ■ PreOnline
 ■ ContainerInfo
 ■ TriggersEnabled
 ■ SystemZones
 2684818
 Memory leak occurs in the engine when haclus –status <cluster>command is run.
 2696056
 When failover group is probed, VCS engine clears the MigrateQ andTargetCount.
 2746802
 The syslog call used in gab_heartbeat_alarm_handler andgabsim_heartbeat_alarm_handler functions is not async signal safe.
 2746816
 Installation related fixed issues
 Table 1-7 Installation related fixed issues
 DescriptionIncident
 If a host is not reporting to anymanagement server but sfmhdiscoveryis running before you upgrade to 6.0, sfmh-discoverymay fail to startafter the upgrade.
 2622987
 Enterprise agents fixed issuesTable 1-8 lists the fixed issues for enterprise agents.
 Table 1-8 Enterprise agents fixed issues
 DescriptionIncident
 Ensure that the ohasd process has an entry in the init scripts so thatwhen the process is killed or the machine is rebooted, thisautomatically restarts the process.
 1985093
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Table 1-8 Enterprise agents fixed issues (continued)
 DescriptionIncident
 Sybase agent script entry pointsmust handle large process commandline.
 2831044
 Uninstallation of VRTSvcsea package must not fail even if/opt/VRTS/messages is missing due to uninstallation of CCSMH 5.2or 5.1 version.
 2850920
 Agent framework fixed issuesTable 1-9 lists the fixed issues for agent framework.
 Table 1-9 Agent framework fixed issues
 DescriptionIncident
 The output of hares -action is displayed in English text and notin your configured locale.
 1786742
 Resource moves to FAULTED state even if value of ManageFaultsattribute is set to NONE at service group level. This will cause servicegroup to fault if the resource is Critical.
 2660011
 Fixed issues related to AMF
 Table 1-10 AMF fixed issues
 DescriptionIncident
 Even after AMF module is stopped, it gets loaded automatically whenaccessed.
 2632569
 Veritas Cluster Server: Issues fixed in 6.0 RP1This seciton describes the incidents that are fixed in Veritas Cluster Server (VCS)in 6.0 RP1.
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Table 1-11 Veritas Cluster Server 6.0 RP1 fixed issues
 DescriptionFixedissues
 If a pure local attribute like PreOnline is specified before SystemList inmain.cf then it gets rejected when HAD is started.
 2684822
 IPMultiNICB agent does not carry Options attribute in local zone becauseof RunInContainer set to 0.
 2680435
 The clean entry point for Mount agent fails to un-mount a file system oftype nfs.
 2662766
 The high availability daemon (HAD) process unexpectedly terminates.2653668
 "VCSERRORV-16-25-50036The child service group cameonline (recovered)before the parent was offlined." message is logging as ERROR message
 2644483
 AMF calls VxFS API with spinlock held.2635211
 Unable to stop to load amf driver even if amf in SMF is disabled2632576
 Faults in multiple tiers are not handled.2616497
 Known issuesThis section covers the known issues in this release.
 The system may hang with Solaris 11 SRU1 (2876211)When running Solaris 11 SRU1, the system may hang due to an Oracle bug. TheOracle Bug ID is 7105131 deadman panic.
 Workaround: SRU1 for Solaris 11 should be updated to SRU2a. The bug is fixedin SRU2a: Oracle Solaris 11 Support Repository Updates (SRU) Index (Doc ID1372094.1)
 NFS cluster I/O fails when storage is disabled [2555662]The I/O from the NFS clusters are saved on a shared disk or a shared storage.When the shared disks or shared storage connected to the NFS clusters aredisabled, the I/O from the NFS Client fails and an I/O error occurs.
 Workaround: If the application exits (fails/stops), restart the application.
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Issues related to installing and upgrading VCS
 Stopping the installer during an upgrade and then resumingthe upgrade might freeze the service groups [2574731]The service groups freeze due to upgrading using the product installer if youstopped the installer after the installer already stopped some of the processesand then resumed the upgrade.
 Workaround:
 You must unfreeze the service groups manually after the upgrade completes.
 To unfreeze the service groups manually
 1 List all the frozen service groups
 # hagrp -list Frozen=1
 2 Unfreeze all the frozen service groups:
 # haconf -makerw
 # hagrp -unfreeze service_group -persistent
 # haconf -dump -makero
 Manual upgrade of VRTSvlic package loses keyless productlevels [2737124]If you upgrade the VRTSvlic package manually, the product levels that were setusing vxkeyless may be lost. The output of the vxkeyless display commandwill not display correctly. To prevent this, perform the following steps whilemanually upgrading the VRTSvlic package.
 1. Note down the list of products configured on the node for keyless licensing.
 # vxkeyless display
 2. Set the product level to NONE.
 # vxkeyless set NONE
 3. Upgrade the VRTSvlic package
 # pkgrm VRTSvlic
 This step may report a dependency, which can be safely overridden.
 # pkgadd -d VRTSvlic.pkg
 4. Restore the list of products that you noted in step 1.
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# vxkeyless set product[|,product]
 Issues with keyless licensing reminders after upgradingVRTSvlic [2141446]After upgrading from 5.1 to higher versions of VCS, some keyless licenses maybe left in the system. As a result, you may see periodic reminders being logged ifthe VOM server is not configured.
 This happens if you are using keyless licenses before upgrading to 5.1SP1 orhigher versions of VCS. After the upgrade, you install real keys and run vxkeyless
 set NONE. In this case, the keyless licenses may not be completely removed andyou see warning messages being logged after two months (if VOM server is notconfigured). This does not result in any functionality impact.
 To resolve this issue, perform the following steps:
 1. Note down the list of products configured on the node for keyless licensing.Run vxkeyless display to display the list.
 2. Set the product level to NONE with the command:
 # vxkeyless set NONE
 3. Find anddelete the keyless licenses left over in the system.Todo this, performthe following steps for every key stored in /etc/vx/licenses/lic:
 ■ Verify if the key has VXKEYLESS feature Enabled using the followingcommand:# vxlicrep -k <license_key> | grep VXKEYLESS
 ■ Delete the key if and only if VXKEYLESS feature is Enabled.
 Note:When performing the search, do not include the .vxlic extension aspart of the search string.
 4. Restore the previous list of products with the command:
 # vxkeyless set product1[|,product]
 Upgradeor uninstallationofVCSmayencountermoduleunloadfailuresWhen you upgrade or uninstall VCS, some modules may fail to unload with errormessages similar to the following messages:
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fdd failed to stop on node_name
 vxfs failed to stop on node_name
 The issue may be observed on any one or all the nodes in the sub-cluster.
 Workaround: After the upgrade or uninstallation completes, follow theinstructions provided by the installer to resolve the issue.
 Instaling VRTSvlic package on Solaris systemwith local zonesdisplays error messages [2555312]If you try to install VRTSvlic package on a Solaris system with local zones ininstalled state, the system displays the following error messages:
 cp: cannot create /a/sbin/vxlicinst: Read-only file system
 cp: cannot create /a/sbin/vxlicrep: Read-only file system
 cp: cannot create /a/sbin/vxlictest: Read-only file system
 Workaround: On the Solaris system, make sure that all non-global zones arestarted and in the running state before you install the VRTSvlic package.
 VRTSvcsea package cannot be uninstalled from alternate diskin manual live upgradeDescription: In manual live upgrade procedure from 5.1x to 5.1SP1 , all packagesare copied to an alternate root disk. However, VRTSvcsea package cannot beuninstalled from alternate disk to upgrade it to 5.1SP1.
 Workaround : Instead of removing the VRTSvcsea package, you must apply apatch to upgrade this package to 5.1SP1 version.
 OnSolaris 10, a flash archive installed through JumpStartmaycause a new system to go into maintenance mode on reboot(2379123)If a Flash archive is created on a golden host with encapsulated root disks, whenthis Flash archive is installed onto another host through JumpStart, the newsystem may go to maintenance mode when you initially reboot it.
 This problem is caused by the predefined root disk mirror in the Flash archive.When the archive is applied to a clone system, which may have different harddrives, thenewly cloned systemmayget stuck at root diskmirroringduring reboot.
 Workaround: Create the Flash archive on a golden host with no encapsulatedroot disks. Run vxunroot to clean up the mirrored root disks before you createthe Flash archive.
 Veritas Cluster Server Release NotesKnown issues
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Web installer does not ask for authentication after the firstsession if the browser is still open (2509330)If you install or configure VCS and then close the Web installer, if you have otherbrowser windows open, the Web installer does not ask for authentication in thesubsequent sessions. Since there is no option to log out of the Web installer, thesession remains open as long as the browser is open on the system.
 Workaround: Make sure that all browser windows are closed to end the browsersession and subsequently log in again.
 VCS Zone users must be added after upgrade to VCS 6.0If you upgrade your configuration containing Zone resources to VCS 6.0 from:
 ■ VCS 5.1SP1RP1 or later VCS releases with DeleteVCSZoneUser attribute ofZone agent set to 1
 ■ VCS 5.1SP1 or ealier VCS releases
 You may see the following issue.
 Zone agent offline/clean entry points delete VCS Zone users from configuration.After upgrade to VCS 6.0, VCS Zone users need to be added to the configuration.VCS Zone users can be added by running hazonesetup utility with new syntaxafter upgrade. See theVeritas Storage Foundation andHighAvailability SolutionsVirtualizationGuide for Solaris formore information on hazonesetup utility andsee the Veritas Storage Foundation andHigh Availability Solutions VirtualizationGuide for Solaris.
 Stopping theWeb installer causesDevice Busy errormessages(2633924)If you start theWeb installer, and thenperformanoperation (such as prechecking,configuring, or uninstalling), you may get an error message saying the device isbusy.
 Workaround: Do one of the following:
 ■ Kill the start.pl process.
 ■ Start the webinstaller again. On the first Web page you see that the session isstill active. Either take over this session and finish it or terminate it directly.
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Cluster goes into STALE_ADMIN_WAIT state during upgradefrom VCS 5.1 to 6.0.1 [2850921]While performing a manual upgrade from VCS 5.1 to VCS 6.0.1, cluster goes inSTALE_ADMIN_WAIT state if there is an entry of DB2udbTypes.cf in main.cf.
 Installation of VRTSvcsea package in VCS 5.1 creates a symbolic link forDb2udbTypes.cf file inside /etc/VRTSvcs/conf/config directory which pointsto /etc/VRTSagents/ha/conf/Db2udb/Db2udbTypes.cf. Duringmanual upgrade,the VRTSvcsea package for VCS 5.1 gets removed, which in turn removes thesymbolic link for fileDb2udbTypes.cf inside/etc/VRTSvcs/conf/configdirectory.After the complete installation of VRTSvcsea for VCS 6.0.1, because of absenceof file Db2udbTypes.cf inside /etc/VRTSvcs/conf/config, cluster goes intoSTALE ADMIN WAIT state.
 Workaround: Manually copy DB2udbTypes.cf from/etc/VRTSagents/ha/conf/Db2udbdirectory to the /etc/VRTSvcs/conf/configdirectory after the manual upgrade before starting HAD.
 VCS installation with CPI fails when a non-global zone is ininstalled state and zone root is not mounted on the node(2731178)On Solaris 10, CPI tries to boot a zone in installed state during installation/ oruninstallation. Theboot fails if theunderlying storage for zone root is not importedand mounted onto the node, causing the installation or uninstallation to fail.
 Workaround: Make sure that the non-global zones are in running or configuredstate when CPI is invoked for installation or uninstallation.
 Perlmodule error on completion of VCS installation (2873102)When you install, configure, or uninstall VCS, the installer prompts you tooptionally upload installation logs to the Symantec Web site. If the installerencounters connectivity problems, you may see an error similar to the following:
 Status read failed: Connection reset by peer at
 <midia_path>/../perl/lib/5.14.2/Net/HTTP/Methods.pm line 269.
 Workaround:
 Ignore this error. It is harmless.
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VCS services do not get enabled after phased upgradeAfter a phased upgrade, VCS services do not get enabled automatically. Therefore,when you reboot the system after a phased upgrade, LLT/GAB/vxfen/VCS do notstart.
 Workaround: Run the following commands to enable VCS services manually:
 # svcadm enable system/llt
 # svcadm enable system/gab
 # svcadm enable system/vxfen (if fencing is configured)
 # svcadm enable system/amf
 # svcadm enable system/vcs
 Operational issues for VCS
 Some VCS components do not work on the systems where afirewall is configured to block TCP trafficThe following issuesmay occur if you install and configureVCSon systemswherea firewall is installed:
 ■ If you set up Disaster Recovery using the Global Cluster Option (GCO), thestatus of the remote cluster (cluster at the secondary site) shows as "initing".
 ■ If you configure fencing to use CP server, fencing client fails to register withthe CP server.
 ■ Setting up trust relationships between servers fails.
 Workaround:
 ■ Ensure that the required ports and services are not blocked by the firewall.Refer to the Veritas Cluster Server Installation Guide for the list of ports andservices used by VCS.
 ■ Configure the firewall policy such that the TCP ports required by VCS are notblocked. Refer to your respective firewall or OS vendor documents for therequired configuration.
 Stale legacy_run services seen when VCS is upgraded tosupport SMF [2431741]If you have VCS 5.0MPx installed on a Solaris 10 system, VCS uses RC scripts tomanage starting services. If you upgrade VCS to any version that supports SMFfor VCS, you see stale legacy_run services for these RC scripts in addition to theSMF services.
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Workaround: There are two ways to remove these legacy services:
 ■ Open svccfg console using svccfg -s smf/legacy_run and delete the legacyservices.For example:
 svccfg -s smf/legacy_run
 svc:/smf/legacy_run> listpg *
 rc2_d_S70llt framework NONPERSISTENT
 rc2_d_S92gab framework NONPERSISTENT
 svc:/smf/legacy_run> delpg rc2_d_S70llt
 svc:/smf/legacy_run> delpg rc2_d_S92gab
 svc:/smf/legacy_run> exit
 ■ Reboot the system.
 The hastop -all commandonVCS cluster nodewith AlternateIOresource and StorageSG having service groups may leave thenode in LEAVING stateOn a VCS cluster node with AlternateIO resource configured and StorageSGattribute contain service groups with Zpool, VxVM or CVMVolDG resources,`hastop -local` or `hastop -all` commandsmay leave the node in "LEAVING" state.
 This issue is caused by lack of dependency between service group containingLDomresource and service groups containing storage resources exported to logicaldomain in alternate I/O domain scenarios. In this scenario VCS may attempt tostop the storage service groups before stopping logical domainwhich is using theresources.
 Workaround: Stop the LDom service group before issuing hastop -local orhastop -all commands.
 Missing characters in system messages [2334245]You may see missing characters, especially in long system messages in responseto certain commands.
 Workaround: No workaround.
 Veritas Cluster Server Release NotesKnown issues
 34

Page 35
                        
                        
                        

Issues related to the VCS engine
 Extremely high CPU utilization may cause HAD to fail toheartbeat to GAB [1744854]When CPU utilization is very close to 100%, HAD may fail to heartbeat to GAB.
 Missing host names in engine_A.log file (1736295)The GUI does not read the engine_A.log file. It reads the engine_A.ldf file, getsthe message id from it, and then queries for the message from the bmc file of theappropriate locale (Japanese or English). The bmc file does not have systemnamespresent and so they are read as missing.
 The hacf -cmdtocf command generates a broken main.cf file[1919951]The hacf -cmdtocf command used with the -dest option removes the includestatements from the types files.
 Workaround:Add include statements in themain.cf files that are generated usingthe hacf -cmdtocf command.
 Character corruption observed when executing theuuidconfig.pl -clus -display -use_llthost command [2350517]If password-less ssh/rsh is not set, the use of uuidconfig.pl command innon-English locale may print garbled characters instead of a non-English stringrepresenting the Password prompt.
 Workaround: No workaround.
 Trigger does not get executed when there is more than oneleading or trailing slash in the triggerpath [2368061]The path specified in TriggerPath attribute must not contain more than oneleading or trailing '\' character.
 Workaround: Remove the extra leading or trailing '\' characters from the path.
 Service group is not auto started on the node having incorrectvalue of EngineRestarted [2653688]WhenHAD is restartedbyhashadowprocess, thevalueofEngineRestartedattributeis temporarily set to 1 till all service groups are probed. Once all service groups
 35Veritas Cluster Server Release NotesKnown issues

Page 36
                        
                        
                        

are probed, the value is reset. If HAD on another node is started at roughly thesame time, then it is possible that it does not reset the value of EngineRestartedattribute. Therefore, service group is not auto started on the new node due tomismatch in the value of EngineRestarted attribute.
 Workaround: Restart VCS on the node where EngineRestarted is set to 1.
 Group is not brought online if top level resource is disabled[2486476]If the top level resource which does not have any parent dependancy is disabledthen the other resources do not come online and the following message isdisplayed:
 VCS NOTICE V-16-1-50036 There are no enabled
 resources in the group cvm to online
 Workaround:Online the child resources of the topmost resourcewhich is disabled.
 NFS resource goes offline unexpectedly and reports errorswhen restarted [2490331]VCS does not perform resource operations, such that if an agent process isrestarted multiple times by HAD, only one of the agent process is valid and theremaining processes get aborted, without exiting or being stopped externally.Even though the agent process is running, HAD does not recognize it and hencedoes not perform any resource operations.
 Workaround: Terminate the agent process.
 Parent groupdoesnot comeonline on anodewhere child groupis online [2489053]This happens if theAutostartList of parent group does not contain the node entrywhere the child group is online.
 Workaround: Bring the parent group online by specifying the name of the systemthenuse the hargp -online [parent group] -any command to bring the parentgroup online.
 Cannot modify temp attribute when VCS is in LEAVING state[2407850]An ha command to modify a temp attribute is rejected if the local node is in aLEAVING state.
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Workaround: Execute the command fromanother node ormake the configurationread-write enabled.
 If secure and non-secureWAC are connected the engine_A.logreceives logs every 5 seconds [2653695]Two WACs in GCO must always be started either in secure or non-secure mode.The secure and non-secure WAC connections cause log messages to be sent toengine_A.log file.
 Workaround:Make sure thatWAC is running in either securemode or non-securemode on both the clusters in GCO.
 Oracle group fails to come online if Fire Drill group is onlineon secondary cluster [2653695]If a parallel global service group faults on the local cluster and does not find afailover target in the local cluster, it tries to failover the service group to theremote cluster. However, if the firedrill for the service group is online on a remotecluster, offline local dependency is violated and the global service group is notable to failover to the remote cluster.
 Workaround: Offline the Firedrill service group and online the service group ona remote cluster.
 Oracle service group faults on secondary site during failoverin a disaster recovery scenario [2653704]Oracle service group fails to go online in the DR site when disaster strikes theprimary site. This happens if the AutoFailover attribute on the Service Group isset to 1 and when the corresponding service group's FireDrill is online in the DRsite. Firedrill Service group may remain ONLINE on the DR site.
 Workaround: If the service group containing theOracle (or any database) resourcefaults after attempting automatic DR failover while FireDrill is online in the DRsite, manually offline the FireDrill Service Group. Subsequently, attempt theonline of the Oracle Service Group in the DR site.
 Service groupmay fail to come online after a flush and a forceflush operation [2616779]A service groupmay fail to come online after flush and force flush operations areexecuted on a service group where offline operation was not successful.
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Workaround: If the offline operation is not successful then use the force flushcommands instead of the normal flush operation. If a normal flush operation isalready executed then to start the service group use -any option.
 Elevated TargetCount prevents the online of a service groupwith hagrp -online -sys command [2871892]
 When you initiate an offline of a service group and before the offline is complete,if you initiate a forced flush, the offline of the service group which was initiatedearlier is treated as a fault. As start bits of the resources are already cleared,service group goes toOFFLINE|FAULTEDstate but TargetCount remains elevated.
 Workaround: No workaround.
 Auto failover doesnot happen in caseof twosuccessiveprimaryand secondary cluster failures [2858187]
 In case of three clusters (clus1, clus2, clus3) in a GCO with steward not configured, ifclus1 loses connection with clus2, it sends the inquiry to clus3 to check the state ofclus2 one of the following condition persists:
 1. If it is able to confirm that clus2 is down, it will mark clus2 as FAULTED.
 2. If it is not able to send the inquiry to clus3, it will assume that a networkdisconnect might have happened and mark clus2 as UNKNOWN
 In second case, automatic failover does not take place even if theClusterFailoverPolicy is set to Auto. You need to manually failover the globalservice groups.
 Workaround: Configure steward at a geographically distinct location from theclusters to which the above stated condition is applicable.
 GCO clusters remain in INIT state [2848006]GCO clusters remain in INIT state after configuring GCO due to :
 ■ Trust between two clusters is not properly set if clusters are secure.
 ■ Firewall is not correctly configured to allow WAC port (14155).
 Workaround: Make sure that above two conditions are rectified. Refer to VeritasCluster Server Administrator's Guide for information on setting up Trustrelationships between two clusters.
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The ha commandsmay fail for non-root user if cluster is secure[2847998]The ha commands fail to work if you first use a non-root user without a homedirectory and then create a home directory for the same user.
 Workaround
 1 Delete /var/VRTSat/profile/<user_name>,
 2 Delete /home/user_name/.VRTSat.
 3 Delete /var/VRTSat_lhc/<cred_file> file which same non-root user owns.
 4 Run ha command with same non-root user (this will pass).
 Older ClusterAddress remains plumbed on the node whilemodifying ClusterAddress [2858188]If you execute gcoconfig to modify ClusterAddress when ClusterService groupis online, the older ClusterAddress remains plumbed on the node.
 Workaround: Un-plumb the older ClusterAddress from the node manually oroffline ClusterService group by executing the following command before runninggcoconfig:
 hagrp -offline -force ClusterService -any
 or
 hagrp -offline -force ClusterService -sys <sys_name>
 VRTSvcs package may give error messages for packageverification on Solaris 11 [2858192]VRTSvcs packagemay give errormessages for package verification on Solaris 11.This is because some of theVCS configuration files aremodified as part of productconfiguration. This error can be ignored.
 Workaround: No workaround.
 Disabling the VCS SMF service causes the service to go intomaintenance state [2848005]If the CmdServer process is stopped then disabling the VCS SMF service causesit to go into maintenance state.
 Workaround: To bring the service out of maintenance state, run:
 # svcadm clear system/vcs
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VCS service does not start when security is disabled on acluster in security enabled mode (2724844)When you change a VCS cluster state from security enabled to security disabledusing script based installer, SMF service for VCS goes into a maintenance state.
 Workaround: Perform the following steps:
 1 Clear the SMF service state for VCS.
 # svcadm clear system/vcs
 2 Enable the SMF service.
 # svcadm enable system/vcs
 Startup trust failure messages in system logs [2721512]If you configure a cluster with security enabled, there might be some messageslogged in systemmessage logs related toSymantec authentication.Thesemessagescan be ignored and have no effect on functionality.
 Workaround: No workaround.
 Issues related to the bundled agents
 Entry points that run inside a zone are not cancelled cleanly[1179694]Cancelling entry points results in the cancellation of only the zloginprocess. Thescript entrypoints that run inside a zone are forkedoff using thezlogin command.However, thezlogin command forks off ansh command,which runs in the contextof the Solaris zone. This shell process and its family do not inherit the group idof the zlogin process, and instead get a new group id. Thus, it is difficult for theagent framework to trace the children or grand-children of the shell process,which translates to the cancellation of only the zlogin process.
 Workaround: Oracle must provide an API or a mechanism to kill all the childrenof the zlogin process that was started to run the entry point script in thelocal-zone.
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Solaris mount agent fails to mount Linux NFS exporteddirectoryThe Solaris mount agent mounts the mount directories. At this point, if it triesto mount a Linux NFS exported directory, the mount fails showing the followingerror:
 nfs mount: mount: <MountPoint>: Not owner
 This is due to system NFS default version mismatch between Solaris and Linux.
 The workaround for this is to configure MountOpt attribute in mount resourceand set vers=3 for it.
 Example
 root@north $ mount -F nfs south:/test /logo/
 nfs mount: mount: /logo: Not owner
 root@north $
 Mount nfsmount (
 MountPoint = "/logo"
 BlockDevice = "south:/test"
 FSType = nfs
 MountOpt = "vers=3"
 )
 The zpool command runs into a loop if all storage paths froma node are disabledThe Solaris Zpool agent runs zpool commands to import and export zpools. If allpaths to the storage are disabled, the zpool command does not respond. Instead,the zpool export command goes into a loop and attempts to export the zpool. Thiscontinues till the storage paths are restored and zpool is cleared. As a result, theoffline and clean procedures of Zpool Agent fail and the service group cannot failover to the other node.
 Workaround: Youmust restore the storagepaths and run the zpool clear commandfor all the pending commands to succeed. This will cause the service group to failover to another node.
 Zone remains stuck in down state if tried to halt with filesystem mounted from global zone [2326105]If zone halts without unmounting the file system, the zone goes to down stateand does not halt with the zoneadm commands.
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Workaround: Unmount the file system manually from global zone and then haltthe zone. For VxFS, use following commands to unmount the file system fromglobal zone.
 To unmount when VxFSMountLock is 1
 umount -o mntunlock=VCS <zone root path>/<Mount Point>
 To forcefully unmount when VxFSMountLock is 1:
 # umount -f -o mntunlock=VCS <zone root path>/<Mount Point>
 To unmount when VxFSMountLock is 0:
 # umount <zone root path>/<Mount Point>
 To forcefully unmount when VxFSMountLock is 0:
 # umount -f <zone root path>/<Mount Point>
 To halt the zone, use following command:
 # zoneadm -z <zone_name> halt
 Process andProcessOnOnly agent rejects attribute valueswithwhite spaces [2303513]Process and ProcessOnOnly agent does not accept Arguments attribute valuesthat are separated by multiple whitespaces. The Arguments attribute specifiesthe set of arguments for a process. If a script controls the process, the script ispassed as an argument. You must separate multiple arguments by using a singlewhitespace. A string cannot accommodate more than one space betweenarguments, or allow leading or trailingwhitespace characters. This attributemustnot exceed 80 characters.
 Workaround: You should use only single whitespace to separate the argumentattribute values.Make sure you avoidmultiplewhitespaces between the argumentattribute values or trailing whitespace characters.
 The zpool commands hang and remain in memory till rebootif storage connectivity is lost [2368017]If the FailMode attribute of zpool is set to continue or wait and the underlyingstorage is not available, the zpool commands hang and remain in memory untilthe next reboot.
 Veritas Cluster Server Release NotesKnown issues
 42

Page 43
                        
                        
                        

This happens when storage connectivity to the disk is lost, the zpool commandshangand they cannot be stoppedorkilled. The zpool commands runby themonitorentry point remains in the memory.
 Workaround: There is no recommended workaround for this issue.
 Application agent cannot handle a case with user as root,envfile set and shell as csh [2490296]Application agent does not handle a case when the user is root, envfile is set, andshell is csh. The application agent uses the system command to execute theStart/Stop/Monitor/Clean Programs for the root user. This executesStart/Stop/Monitor/Clean Programs in sh shell, due to which there is an errorwhen root user has csh shell and EnvFile is written accordingly.
 Workaround: Do not set csh as shell for root user. Use sh as shell for root instead.
 IMF registration fails for Mount resource if the configuredMountPoint path contains spaces [2442598]If the configured MountPoint of a Mount resource contains spaces in its path,then the Mount agent can online the resource correctly, but the IMF registrationfor ONLINE monitoring fails. This is due to the fact that the AMF driver does notsupport spaces in the path. Leading and trailing spaces are handled by the Agentand IMF monitoring can be done for such resources.
 Workaround: Symantec recommends to turnoff the IMFmonitoring for a resourcehaving spaces in its path. For information on disabling the IMF monitoring for aresource, refer to Veritas Cluster Server Administrator's Guide.
 Offline of zone resource may fail if zoneadm is invokedsimultaneously [2353541]Offline of zone EP uses zoneadm command to offline a zone. Therefore, if zoneadmis invoked simultaneously for multiple zones, the command may fail. This is dueto Oracle bug 6757506 that causes a race condition between multiple instancesof zoneadm command and displays the following message:
 zoneadm: failed to get zone name: Invalid argument
 Workaround: No workaround.
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Password changed while using hazonesetup script does notapply to all zones [2332349]If youuse the sameuser name formultiple zones, updating password for one zonedoes not updated the password of other zones.
 Workaround: While updating password for VCS user which is used for multiplezones, update password for all the zones.
 RemoteGroup agent does not failover in case of network cablepull [2588807]A RemoteGroup resource with ControlMode set to OnOff may not fail over toanother node in the cluster in case of network cable pull. The state of theRemoteGroup resource becomes UNKNOWN if it is unable to connect to a remotecluster.
 Workaround:
 ■ Connect to the remote cluster and try taking offline theRemoteGroup resource.
 ■ If connection to the remote cluster is not possible and youwant to bring downthe local service group, change the ControlMode option of the RemoteGroupresource to MonitorOnly. Then try taking offline the RemoteGroup resource.Once the resource is offline, change the ControlMode option of the resourceto OnOff.
 CoordPoint agent remains in faulted state [2852872]The CoordPoint agent remains in faulted state because it detects rfsm to be inreplaying state.
 Workaround: After HAD has stopped, reconfigure fencing.
 Prevention of Concurrency Violation (PCV) is not supportedfor applications running in a container [2536037]For an application running in a container, VCS uses a similar functionality as ifthat resource is not registered to IMF. Hence, there is no IMF control to take aresource offline. When the same resource goes online on multiple nodes, agentdetects and reports to engine. Engine uses the offlinemonitor to take the resourceoffline. Hence, even though there is a time lag before the detection of the sameresource comingonline onmultiple nodes at the same time,VCS takes the resourceoffline.
 PCV does not function for an application running inside a local Zone on Solaris
 Workaround: No workaround.
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Monitor program does not change a resource to UNKNOWN ifNetmask value is hexadecimal IPMultiNIC [2754172]For a IPMultNIC type resource, monitor program does not change the status ofthe resource to UNKNOWN when the value of the Netmask attribute is specifiedin hexadecimal format.
 When value forNetMask attribute is specified in hexadecimal format, themonitordoes not transition the status of the resource. Hence, code related errors may belogged.
 Workaround: No workaround.
 Share resource goesofflineunexpectedly causing service groupfailover [1939398]Share resource goes offline unexpectedly and causes a failover when NFSRestartresource goes offline and UseSMF attribute is set to 1 (one).
 WhenNFSRestart resource goes offline,NFSdaemons are stopped.WhenUseSMFattribute is set to 1, the exported file systems become unavailable, hence Shareresource unexpectedly goes offline.
 Workaround: Set the value of ToleranceLimit of Share resource to a value morethan 1.
 Mount agent doesnot support all scenarios of loopbackmountsFor a mount point under VCS control, you can create loop back mounts for themount point. For example, mount point /mntpt is mounted on /a as loop backmount and /a is mounted on /b as loop back mount, then offline and online of themount resource fails.
 Workaround: Mount the mount point /mntpt on /b as loop back mount.
 Some agents may fail to come online after full upgrade to VCS6.0 if they were online before the upgrade [2618482]Resources of type NFSRestart, DNS, LDom and Project do not come onlineautomatically after a full upgrade to VCS 6.0 if they were previously online.
 Workaround: Online the resourcesmanually after the upgrade, if theywere onlinepreviously.
 Invalid Netmask value may display code errors [2583313]If you specify invalid Netmask value for the IP resource attribute, you may seethe code errors similar to the following when you try to online the resource.
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==================================
 Illegal hexadecimal digit 'x' ignored at
 /opt/VRTSperl/lib/site_perl/5.12.2/Net/Netmask.pm line 78.
 ifconfig: <Netmask_value>: bad address
 ==============================================
 Workaround: Make sure you specify a valid Netmask value.
 Zone root configuredonZFSwith ForceAttachattribute enabledcauses zone boot failure (2695415)OnSolaris 11 system, attaching zonewith -F optionmay result in zone boot failureif zone root is configured on ZFS.
 Workaround: Change the ForceAttach attribute of Zone resource from1 to 0.Withthis configuration, you are recommended to keep the default value ofDetachZonePath as 1.
 Error message is seen for Apache resource when zone is intransient state [2703707]If the Apache resource is probed when the zone is getting started, the followingerror message is logged:
 Argument "VCS ERROR V-16-1-10600 Cannot connect to VCS engine\n"
 isn't numeric in numeric ge (>=) at /opt/VRTSvcs/bin/Apache/Apache.pm
 line 452.
 VCS ERROR V-16-1-10600 Cannot connect to VCS engine
 LogInt(halog call failed):TAG:E:20314 <Apache::ArgsValid> SecondLevel
 MonitorTimeOut must be less than MonitorTimeOut.
 Workaround: You can ignore this message. When the zone is started completely,the halog command does not fail and Apache agent monitor runs successfully.
 Monitor falsely reports NIC resource as offline when zone isshutting down (2683680)If a NIC resource is configured for an Exclusive IP zone, the NIC resource ismonitored inside the zonewhen the zone is functional. If theNICmonitor programis invoked when the zone is shutting down, the monitor program may falselyreport the NIC resource as offline. This may happen if some of the networkingservices are offline but the zone is not completely shut down. Such reports canbe avoided if you override and set the ToleranceLimit value to a non-zero value.
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Workaround:When aNIC resource is configured for an Exclusive IP zone, you arerecommended to set the ToleranceLimit attribute to a non-zero value.
 Calculate the ToleranceLimit value as follows:
 Time taken by a zone to completely shut down must be less than or equal to NICresource'sMonitorInterval value+ (MonitorInterval value xToleranceLimit value).
 For example, if a zone take 90 seconds to shut down and the MonitorInterval forNIC agent is set to 60 seconds (default value), set the ToleranceLimit value to 1.
 Apache resource does not come online if the directorycontaining Apache pid file gests deleted when a node or zonerestarts (2680661)The directory in which Apache http server creates PidFile may get deleted whena node or zone restarts. Typically the PidFile is located at/var/run/apache2/httpd.pid. When the zone reboots, the /var/run/apache2directory may get removed and hence the http server startup may fail.
 Workaround:Make sure thatApachehttp serverwrites the PidFile to an accessiblelocation. You can update the PidFile location in the Apache http configurationfile (For example: /etc/apache2/httpd.conf).
 Online of LDom resource may fail due to incompatibility ofLDom configuration file with host OVM version (2814991)If you have a cluster running LDom with different OVM versions on the hosts,then theLDomconfiguration file generatedononehostmaydisplay errormessageswhen it is imported on the other host with a different OVM version. Thus, theonline of LDom resource may also fail.
 For example, if you have a cluster running LDom with OVM versions 2.2 on oneand OVM 2.1 on the other node, the using XML configuration generated on thehost with OVM 2.2 may display errors when the configuration is imported on thehost with OVM 2.1. Thus, the online of LDom resource fails.
 The following error message is displayed:
 ldm add-domain failed with error Failed to add device
 /ldom1/ldom1 as ld1_disk1@primary-vds0 because this device
 is already exported on LDom primary. Volume ld1_disk1
 already exists in vds primary-vds0.
 Workaround: If theCfgFile attribute is specified, ensure that theXMLconfigurationgenerated is compatible with the OVM version installed on the nodes.
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Online of IP or IPMultiNICB resource may fail if its IP addressspecified does not fit within the values specified in theallowed-address property (2729505)While configuring an IP or IPMultiNICB resource to be run in a zone, if the IPaddress specified for the resource does not match the values specified in theallowed-addressproperty of the zone configuration, then the online of IP resourcemay fail. This behavior is seen only on Solaris 11 platform.
 Workaround: Ensure that the IP address is added to allowed-address property ofthe zone configuration.
 Application resource running in a container with PidFilesattribute reports offline on upgrade to VCS 6.0 or later[2850927]Application resource configured to run in a container configured with PidFilesattribute reports state as offline after upgrade to VCS 6.0 or later versions.
 WhenyouupgradeVCS from lower versions to 6.0 or later, if application resourcesare configured to run in a container withmonitoringmethod set to PidFiles, thenupgrademay cause the state of the resources to be reported as offline. This is dueto changes introduced in theApplication agentwhere if the resource is configuredto run in a container andhas PidFiles configured formonitoring the resource thenthe value expected for this attribute is the pathname of the PID file relative to thezone root.
 In releases prior toVCS 6.0, the value expected for the attributewas the pathnameof the PID file including the zone root.
 For example, a configuration extract of an application resource configured inVCS5.0MP3 to run in a container would appear as follows:
 Application apptest (
 User = root
 StartProgram = "/ApplicationTest/app_test_start"
 StopProgram = "/ApplicationTest/app_test_stop"
 PidFiles = {
 "/zones/testzone/root/var/tmp/apptest.pid" }
 ContainerName = testzone
 )
 Whereas, the same resource if configured in VCS 6.0 and later releases would beconfigured as follows:
 Application apptest (
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User = root
 StartProgram = "/ApplicationTest/app_test_start"
 StopProgram = "/ApplicationTest/app_test_stop"
 PidFiles = {
 "/var/tmp/apptest.pid" }
 )
 Note: The container information is set at the service group level.
 Workaround: Modify the PidFiles pathname to be relative to the zone root asshown in the latter part of the example.
 # hares -modify apptest PidFiles /var/tmp/apptest.pid
 Mounting a / file system of NFS server is not supported[2847999]Mount agent donot support BlockDevice attributewith / file systemofNFS serverfor NFS file system.
 Workaround: No workaround.
 SambaShare agent clean entry point fails when access toconfiguration file on shared storage is lost [2858183]When the Samba server configuration file is on shared storage and access to theshared storage is lost, SambaShare agent clean entry point fails.
 Workaround: No workaround.
 SambaShare agent fails to offline resource in case of cablepull or on unplumbing of IP [2848020]When IP is unplumbed or in case of cable pull scenario, agent fails to offlineSambasShare resource.
 Workaround: No workaround.
 NIC resource may fault during group offline or failover onSolaris 11 [2754172]When NIC resource is configured with exclusive IP zone, NIC resource may faultduring group offline or failover. This issue is observed as zone takes long time inshutdown on Solaris 11. If NIC monitor is invoked during this window, NIC agentmay treat this as fault.
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Workaround: Increase ToleranceLimit for NIC resource when it is configured forexclusive IP zone.
 NFS client reports error when server is brought down usingshutdown command [2872741]
 On Solaris 11, when the VCS cluster node having the NFS share service group isbrought down using shutdown command, NFS clients may report "Stale NFS filehandle" error. During shutdown, the SMF service svc:/network/shares un-sharesall the shared paths before taking down the virtual IP. Thus, the NFS clientsaccessing this path get stale file handle error.
 Workaround: Before you shutdown the VCS cluster node, disable thesvc:/network/shares SMF service, so that only VCS controls the un-sharing of theshared paths during the shutdown operation.
 Issues related to the VCS database agents
 Health check monitoring does not work with VCS agent forOracle [2101432]The health check monitoring in Oracle agent for VCS does not work due toincompatibility of the health check APIs provided by Oracle.
 Workaround: Disable health check monitoring by setting the MonitorOptionattribute to 0 (zero).
 Intentional Offline does not work for VCS agent for Oracle[1805719]Due to issues with health checkmonitoring, Intentional Offline does not work forVCS agent for Oracle.
 The ASMInstAgent does not support having pfile/spfile for theASM Instance on the ASM diskgroupsThe ASMInstAgent does not support having pfile/spfile for the ASM Instance onthe ASM diskgroups.
 Workaround:
 Have a copy of the pfile/spfile in the default $GRID_HOME/dbs directory tomakesure that this would be picked up during the ASM Instance startup.
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VCS agent for ASM: Health check monitoring is not supportedfor ASMInst agentThe ASMInst agent does not support health check monitoring.
 Workaround: Set the MonitorOption attribute to 0.
 NOFAILOVER action specified for certain Oracle errorsThe Veritas High Availability agent for Oracle provides enhanced handling ofOracle errors encounteredduringdetailedmonitoring.Theagentuses the referencefile oraerror.dat, which consists of a list of Oracle errors and the actions to betaken.
 See the Veritas Cluster Server Agent for Oracle Installation and ConfigurationGuide for a description of the actions.
 Currently, the reference file specifies theNOFAILOVERactionwhen the followingOracle errors are encountered:
 ORA-00061, ORA-02726, ORA-6108, ORA-06114
 TheNOFAILOVERactionmeans that the agent sets the resource’s state toOFFLINEand freezes the service group. You may stop the agent, edit the oraerror.dat file,and change theNOFAILOVERaction to another action that is appropriate for yourenvironment. The changes go into effect when you restart the agent.
 ASMInstance resourcemonitoring offline resource configuredwith OHASD as application resource logs error messages inVCS logs [2846945]When the Oracle High Availability Services Daemon (OHASD) is configured as anapplication resource to be monitored under VCS and if this resource is offline onthe failover node then the ASMInstance resource in the offline monitor logs thefollowing error messages in the VCS logs:
 ASMInst:asminst:monitor:Cluster Synchronization Service
 process is not running.
 Workaround: Configure the application in a separate parallel service group andensure that the resource is online.
 Issues related to the agent framework
 Agent may fail to heartbeat under heavy load [2073018]An agent may fail to heart beat with the VCS engine under heavy load.
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This may happen when agent does not get enough CPU to perform its tasks andwhen the agentheartbeat exceeds the time set in theAgentReplyTimeout attribute.TheVCSengine therefore stops the agent and restarts it. TheVCSengine generatesa log when it stops and restarts the agent.
 Workaround: If you are aware that the system load is likely to be high, then:
 ■ The value of AgentReplyTimeout attribute can be set to a high value
 ■ The scheduling class and scheduling priority of agent can be increased to avoidCPUstarvation for theagent, using theAgentClass andAgentPriority attributes.
 Agent framework cannot handle leading and trailing spacesfor the dependent attribute (2027896)Agent framework does not allow spaces in the target resource attribute name ofthe dependent resource.
 Workaround: Do not provide leading and trailing spaces in the target resourceattribute name of the dependent resource.
 The agent framework does not detect if service threads hanginside an entry point [1442255]In rare cases, the agent framework does not detect if all service threads hanginside a C entry point. In this case it may not cancel them successfully.
 Workaround: If the service threads of the agent are hung, send a kill signal torestart the agent. Use the following command: kill -9 hung agent's pid. Thehaagent -stop command does not work in this situation.
 IMF related error messages while bringing a resource onlineand offline [2553917]For a resource registeredwithAMF, if you run hagrp -offline or hagrp -online
 explicitly or through a collective process to offline or online the resourcerespectively, the IMF displays error messages in either case.
 The errors displayed is an expected behavior and it does not affect the IMFfunctionality in any manner.
 Workaround: No workaround.
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Issues related to Live Upgrade
 After LiveUpgrade to Solaris 10Update 10, boot fromalternateboot environment may fail (2370250)If your setup involves volumes in a shared disk group that are mounted as CFS ina cluster, then during Live Upgrade using the vxlustart command from anysupported Solaris version to Solaris 10 Update 10, boot from an alternate bootenvironment may fail.
 Workaround: Run the vxlufinish command. Before rebooting the system,manually delete the entries of all the volumes of shared disks that are mountedas CFS in the /altroot.5.10/etc/vfstab directory.
 Live Upgrade to Solaris 10 Update 10 fails in the presence ofzones (2521348)SFCFSHA Live Upgrade from Solaris 10 Update 7 5.1SP1 to Solaris 10 Update 10using the vxlustart commands fails in the presence of zones with the followingerror message:
 ERROR: Installation of the packages from this media of the media failed;
 pfinstall returned these diagnostics:
 Processing default locales
 - Specifying default locale (en_US.ISO8859-1)
 Processing profile
 ERROR: This slice can't be upgraded because of missing usr packages for
 the following zones:
 ERROR: zone1
 ERROR: zone1
 ERROR: This slice cannot be upgraded because of missing usr packages for
 one or more zones.
 The Solaris upgrade of the boot environment <dest.27152> failed.
 This is a known issue with the Solaris luupgrade command.
 Workaround: Check with Oracle for possible workarounds for this issue.
 On Sparc, Live Upgrade from Solaris 9 to Solaris 10 Update 10may fail (2424410)On Sparc, Live Upgrade from Solaris 9 to Solaris 10 Update 10 may fail with thefollowing error:
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Generating file list.
 Copying data from PBE <source.24429> to ABE <dest.24429>.
 99% of filenames transferredERROR: Data duplication process terminated
 unexpectedly.
 ERROR: The output is </tmp/lucreate.13165.29314/lucopy.errors.29314>.
 29794 Killed
 Fixing zonepaths in ABE.
 Unmounting ABE <dest.24429>.
 100% of filenames transferredReverting state of zones in PBE
 <source.24429>.
 ERROR: Unable to copy file systems from boot environment <source.24429>
 to BE <dest.24429>.
 ERROR: Unable to populate file systems on boot environment <dest.24429>.
 Removing incomplete BE <dest.24429>.
 ERROR: Cannot make file systems for boot environment <dest.24429>.
 This is a known issue with the Solaris lucreate command.
 Workaround: Install Oracle patch 113280-10,121430-72 or higher before runningvxlustart.
 Issues related to VCS in Japanese localesThis section covers the issues that apply to VCS 6.0.1 in a Japanese locale.
 The hares -action command displays output in English[1786742]The hares -action command incorrectly displays output in English.
 Character corruption issueCharacter corruption occurs if installer is run with HIASCII option on Frenchlocale. [1539754, 1539747]
 Workaround: No workaround.
 Messages inside the zone are not localizedLocale is not set correctly for Solaris zone. Therefore, you may not see localizedmessages inside the zone.
 Workaround: No workaround.
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System messages having localized characters viewed usinghamsgmay not be displayed correctly
 If you use hamsg to view system messages, the messages containing a mix ofEnglish and localized characters may not be displayed correctly. [2405416]
 Workaround: No workaround. However, you can view English messages in theVCS log file.
 Standalone utilities display output in English [2848012]The following utilities display output in English:
 ■ -haping
 ■ -hamultinicb
 ■ -haipswitch
 Workaround: No workaround.
 Issues related to global clusters
 The engine log file receives too many log messages on thesecure site in global cluster environments [1919933]When the WAC process runs in secure mode on one site, and the other site doesnot use secure mode, the engine log file on the secure site gets logs every fiveseconds.
 Workaround: The two WAC processes in global clusters must always be startedin either secure or non-securemode. The secure andnon-secureWACconnectionswill flood the engine log file with the above messages.
 Application group attempts to come online on primary sitebefore fire drill service group goes offline on the secondarysite (2107386)The application service group comes online on the primary sitewhile the fire drillservice group attempts to go offline at the same time, causing the applicationgroup to fault.
 Workaround: Ensure that the fire drill service group is completely offline on thesecondary site before the application service group comes online on the primarysite.
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Second secondary cluster cannot take over the primary rolewhen primary and 1st-secondary clusters panic [2858187]If there are three clusters(clus1, clus2, and clus3) in a GCO without a steward,when clus1 loses connection to clus2, it will send the inquiry to clus3 to check thestate of clus2:
 ■ If it is able to confirm that clus2 is down, it will mark clus2 as FAULTED.
 ■ If it is not able to send the inquiry to clus3, it will assume that a networkdisconnecthashappenedandmark clus2 asUNKNOWN. In this case, automaticfailover will not take place even if the ClusterFailoverPolicy is set to Auto. Ifthis happens, userswould need tomanually failover the global service groups.
 Workaround:
 Configure the steward at a location geographically distinct from those of the threeclusters above.
 LLT known issuesThis section covers the known issues related to LLT in this release.
 LLT port stats sometimes shows recvcnt larger than recvbytes(1907228)With each received packet, LLT increments the following variables:
 ■ recvcnt (increment by one for every packet)
 ■ recvbytes (increment by size of packet for every packet)
 Both these variables are integers. With constant traffic, recvbytes hits and rollsover MAX_INT quickly. This can cause the value of recvbytes to be less than thevalue of recvcnt.
 This does not impact the LLT functionality.
 Cannot configure LLT if full device path is not used in the llttabfile (2858159)(Oracle Solaris 11) On virtual machines ensure that you use the full path of thedevices corresponding to the links in llttab. For example, use /dev/net/net1 insteadof /dev/net/net:1 in the llttab file, otherwise you cannot configure LLT.
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Cannot use CPI response files to add nodes to a cluster thatis using LLT over UDP (2869763)When you run the addnode -responsefile command, if the cluster is using LLTover UDP, then the /etc/llttab file generated on new nodes is not correct. So,the procedure fails and you cannot addnodes to a cluster using CPI response files.
 Workaround: None
 GAB known issuesThis section covers the known issues related to GAB in this release.
 While deinitializing GAB client, "gabdebug -R GabTestDriver"command logs refcount value 2 (2536373)After you unregister the gtx port with -nodeinit option, the gabconfig -C
 command shows refcount as 1. But when forceful deinit option (gabdebug -R
 GabTestDriver) is run to deinitialize GAB client, then a message similar to thefollowing is logged.
 GAB INFO V-15-1-20239
 Client GabTestDriver with refcount 2 forcibly deinited on user request
 The refcount value is incremented by 1 internally. However, the refcount valueis shown as 2 which conflicts with the gabconfig -C command output.
 Workaround: There is no workaround for this issue.
 Cluster panics during reconfiguration (2590413)While a cluster is reconfiguring, GAB broadcast protocol encounters a racecondition in the sequence request path. This condition occurs in an extremelynarrow window which eventually causes the GAB master to panic.
 Workaround: There is no workaround for this issue.
 GAB SMF service sometimes fails to start after reboot(2724565)In SFRAC environments, sometimes GAB might fail to start because of the racebetween GAB and LMX in calling add_drv.
 Workaround:Start theGABSMFservice andall otherdependent servicesmanuallyusing:
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# svcadm enable gab
 # svcadm enable vxfen
 # svcadm enable vcs
 GABmay fail to stop during a phased upgrade onOracle Solaris11 (2858157)While performing a phased upgrade on Oracle Solaris 11 systems, GAB may failto stop. However, CPI gives a warning and continues with stopping the stack.
 Workaround: Reboot the node after the installer completes the upgrade.
 Cannot run pfiles or truss files on gablogd (2292294)When pfiles or truss is run on gablogd, a signal is issued to gablogd. gablogd isblocked since it has called an gab ioctl and is waiting for events. As a result, thepfiles command hangs.
 Workaround: None.
 (OracleSolaris 11)Onvirtualmachines, sometimes the commonproduct installer (CPI) may report that GAB failed to start andmay exit (2879262)GAB startup script may take longer than expected to start up. The delay in startup can cause the CPI to report that GAB failed and exits.
 Workaround: Manually start GAB and all dependent services.
 I/O fencing known issuesThis section covers the known issues related to I/O fencing in this release.
 Delay in rebooting Solaris 10 nodes due to vxfen servicetimeout issues (1897449)When you reboot the nodes using the shutdown -i6 -g0 -y command, thefollowing error messages may appear:
 svc:/system/vxfen:default:Method or service exit
 timed out. Killing contract 142
 svc:/system/vxfen:default:Method "/lib/svc/method/vxfen stop"
 failed due to signal Kill.
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This error occurs because the vxfen client is still active when VCS attempts tostop I/O fencing. As a result, the vxfen stop service times out anddelays the systemreboot.
 Workaround: Perform the following steps to avoid this vxfen stop service timeouterror.
 To avoid the vxfen stop service timeout error
 1 Stop VCS. On any node in the cluster, run the following command:
 # hastop -all
 2 Reboot the systems:
 # shutdown -i6 -g0 -y
 CP server repetitively logs unavailable IP addresses (2530864)If coordination point server (CP server) fails to listen on any of the IP addressesthat are mentioned in the vxcps.conf file or that are dynamically added usingthe command line, then CP server logs an error at regular intervals to indicatethe failure. The logging continues until the IP address is bound to successfully.
 CPS ERROR V-97-51-103 Could not create socket for host
 10.209.79.60 on port 14250
 CPS ERROR V-97-1400-791 Coordination point server could not
 open listening port = [10.209.79.60]:14250
 Check if port is already in use.
 Workaround: Remove the offending IP address from the listening IP addresseslist using the rm_port action of the cpsadm command.
 See the Veritas Cluster Server Administrator's Guide for more details.
 Fencing port b is visible for few seconds even if cluster nodeshave not registered with CP server (2415619)Even if the cluster nodes have no registration on the CP server and if you providecoordination point server (CP server) information in the vxfenmode file of thecluster nodes, and then start fencing, the fencing port b is visible for a few secondsand then disappears.
 Workaround: Manually add the cluster information to the CP server to resolvethis issue. Alternatively, you can use installer as the installer adds clusterinformation to the CP server during configuration.
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The cpsadm command fails if LLT is not configured on theapplication cluster (2583685)The cpsadm command fails to communicate with the coordination point server(CP server) if LLT is not configured on the application cluster nodewhere you runthe cpsadm command. You may see errors similar to the following:
 # cpsadm -s 10.209.125.200 -a ping_cps
 CPS ERROR V-97-1400-729 Please ensure a valid nodeid using
 environment variable
 CPS_NODEID
 CPS ERROR V-97-1400-777 Client unable to communicate with CPS.
 However, if you run the cpsadm command on the CP server, this issue does notarise even if LLT is not configured on the node that hosts CP server. The cpsadmcommand on the CP server node always assumes the LLT node ID as 0 if LLT isnot configured.
 According to the protocol between the CP server and the application cluster, whenyou run the cpsadm on an application cluster node, cpsadm needs to send the LLTnode ID of the local node to the CP server. But if LLT is unconfigured temporarily,or if the node is a single-node VCS configuration where LLT is not configured,then the cpsadm command cannot retrieve the LLT node ID. In such situations,the cpsadm command fails.
 Workaround: Set the value of the CPS_NODEID environment variable to 255. Thecpsadm command reads the CPS_NODEID variable and proceeds if the command isunable to get LLT node ID from LLT.
 When I/O fencing is not up, the svcs command shows VxFENas online (2492874)Solaris 10 SMFmarks the service status based on the exit code of the startmethodfor that service. The VxFEN startmethod executes the vxfen-startup script in thebackground and exitswith code 0.Hence, if the vxfen-startup script subsequentlyexitswith failure then this change is not propagated to SMF. This behavior causesthe svcs command to show incorrect status for VxFEN.
 Workaround: Use the vxfenadm command to verify that I/O fencing is running.
 In absence of cluster details in CP server, VxFEN fails withpre-existing split-brain message (2433060)When you start server-based I/O fencing, the node may not join the cluster andprints error messages in logs similar to the following:
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In the /var/VRTSvcs/log/vxfen/vxfen.log file:
 VXFEN vxfenconfig ERROR V-11-2-1043
 Detected a preexisting split brain. Unable to join cluster.
 In the /var/VRTSvcs/log/vxfen/vxfen.log file:
 operation failed.
 CPS ERROR V-97-1400-446 Un-authorized user cpsclient@sys1,
 domaintype vx; not allowing action
 The vxfend daemon on the application cluster queries the coordination pointserver (CP server) to check if the clustermembers as seen in theGABmembershipare registered with the CP server. If the application cluster fails to contact the CPserver due to some reason, then fencing cannot determine the registrations onthe CP server and conservatively assumes a pre-existing split-brain.
 Workaround:Before youattempt to startVxFENon the application cluster, ensurethat the cluster details such as cluster name, UUID, nodes, and privileges areadded to the CP server.
 The vxfenswap utility does not detect failure of coordinationpoints validation due to an RSH limitation (2531561)The vxfenswap utility runs the vxfenconfig -o modify command over RSH orSSH on each cluster node for validation of coordination points. If you run thevxfenswap command using RSH (with the -n option), then RSH does not detectthe failure of validation of coordination points on a node. From this point,vxfenswap proceeds as if the validation was successful on all the nodes. But, itfails at a later stage when it tries to commit the new coordination points to theVxFENdriver. After the failure, it rolls back the entire operation, and exits cleanlywith anon-zero error code. If you runvxfenswapusingSSH (without the-noption),then SSH detects the failure of validation of coordination of points correctly androlls back the entire operation immediately.
 Workaround: Use the vxfenswap utility with SSH (without the -n option).
 Fencing does not come up on one of the nodes after a reboot(2573599)If VxFEN unconfiguration has not finished its processing in the kernel and in themeantime if you attempt to start VxFEN, you may see the following error in the/var/VRTSvcs/log/vxfen/vxfen.log file:
 VXFEN vxfenconfig ERROR V-11-2-1007 Vxfen already configured
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However, the output of the gabconfig -a command does not list port b. Thevxfenadm -d command displays the following error:
 VXFEN vxfenadm ERROR V-11-2-1115 Local node is not a member of cluster!
 Workaround: Start VxFEN again after some time.
 The cpsadm command fails after upgrading CP server to 6.0or above in secure mode (2846727)The cpsadm command may fail after you upgrade coordination point server (CPserver) to 6.0 in secure mode. If the old VRTSat package is not removed from thesystem, thecpsadm command loads theold security libraries present on the system.As the installer runs the cpsadm command on the CP server to add or upgrade theVCS cluster (application cluster), the installer also fails.
 Workaround:Perform the followingprocedure on all of thenodes of theCP server.
 To resolve this issue
 1 Rename cpsadm to cpsadmbin:
 # mv /opt/VRTScps/bin/cpsadm /opt/VRTScps/bin/cpsadmbin
 2 Create a file /opt/VRTScps/bin/cpsadm with the following content:
 #!/bin/sh
 EAT_USE_LIBPATH="/opt/VRTScps/lib"
 export EAT_USE_LIBPATH
 /opt/VRTScps/bin/cpsadmbin "$@"
 3 Change the permissions of the new file to 775:
 # chmod 755 /opt/VRTScps/bin/cpsadm
 Server-based fencing may fail to start after reinstalling thestack (2802682)Server-based fencing may fail to start if you use the existing configuration filesafter reinstalling the stack.
 Workaround:
 After reinstalling the stack, add the client cluster information on the coordinationpoint server because the client cluster information is removed when the stack isuninstalled. Formoredetails, see theSettingup server-based I/OFencingmanuallysection in the Veritas Cluster Server Installation Guide. Alternatively, you can
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manually modify the /etc/vxfenmode file and the main.cf file to start fencing indisable mode and then configure fencing.
 Commonproduct installer cannot setup trust between a clientsystem on release version 5.1SP1 and a server on releaseversion 6.0 or later (2824472)The issue exists because the 5.1SP1 release version does not support separatedirectories for truststores. But, release version 6.0 and later support separatedirectories for truststores. So, because of thismismatch in support for truststores,you cannot set up trust between client systems and servers.
 Workaround: Set up trust manually between the coordination point server andclient systems using the cpsat or vcsat command. Now, the servers and clientsystems can communicate in secure mode.
 Hostname and username are case sensitive in CP server(2846392)The hostname and username on the CP server are case sensitive. The hostnameand username used by fencing to communicate with CP server must be in samecase as present in CP server database, else fencing fails to start.
 Workaround:Make sure that the same case is used in thehostnameandusernameon the CP server.
 Server-based fencing comes up incorrectly if default port isnot mentioned (2403453)When you configure fencing in customized mode and do no provide default port,fencing comes up. However, the vxfenconfig -l command output does not listthe port numbers.
 Workaround:Retain the "port=<port_value>" setting in the /etc/vxfenmode file,whenusing customized fencingwith at least oneCP server. The default port valueis 14250.
 Secure CP server does not connect from localhost using127.0.0.1 as the IP address (2554981)The cpsadm command does not connect to the secure CP server on the localhostusing 127.0.0.1 as the IP address
 Workaround: Connect the secure CP server using any of the virtual IPs that isconfigured with the CP server and is plumbed on the local node.
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Unable to customize the 30-second duration (2551621)When the vxcpserv process is not able to bind to an IP address during startup, itattempts to bind to that IP address at an interval of 30 seconds. This interval isnot configurable.
 Workaround: There is no workaround for this issue.
 CoordPoint agent does not report the addition of new disks toa Coordinator disk group [2727672]The LevelTwo monitoring of the CoordPoint agent does not report a fault even ifthe constituent of a coordinator disk group changes due to addition of new disksin the cooridnator disk group
 Workaround: There is no workaround for this issue.
 Coordination point server-based fencing may fail if it isconfiguredon5.1SP1RP1using6.0.1 coordinationpoint servers(2824472)The 5.1SP1 installer (CPI) cannot set up trust between a 5.1SP1 client and a 6.0or later server, because there are no separate directories for truststores in the5.1SP1.When trust cannot be setup, the 5.1SP1 installer cannot configure 5.1SP1clients to work with 6.0 or later CPS in secure mode.
 Workaround:
 Set up trust manually between the CPS and clients using the cpsat or the vcsatcommand. After that, CPS and client will be able to communicate properly in thesecure mode.
 Cannot run the vxfentsthdw utility directly from the installmedia if VRTSvxfen package is not installed on the system(2858190)If VRTSvxfen package is not installed on the system, then certain script files thatare needed for the vxfentsthdw utility to function are not available. So, withoutthe VRTSvxfen package installed on the system you cannot run the utility fromthe install media.
 Workaround: Install VRTSvxfen package, then run the utility from either theinstall media or from the /opt/VRTSvcs/vxfen/bin/ location.
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Fencingmay show theRFSMstate as replaying for somenodesin the cluster (2555191)Fencing based on coordination point clients in Campus cluster environment mayshow the RFSM state as replaying for some nodes in the cluster.
 Workaround:
 Restart fencing on the node that shows RFSM state as replaying.
 Veritas Cluster Server may not come up after rebooting thefirst node in phased upgrade on Oracle Solaris 11 (2852863)If any of the kernel level services that depend upon Veritas Cluster Server (VCS)do not come up, then VCS fails to come up. The LLT, GAB, and Vxfen modulesmay also fail to come up because the add_drv command failed to add its driver tothe system. On Solaris 11, add_drvmay fail if there is another add_drv commandthat is being run on the system at the same time.
 Workaround:
 Check the status of LLT,GABandVxfenmodules. Ensure that all the three servicesare online in SMF. Then, retry starting VCS.
 vxfentsthdw utility fails to launch before you install theVRTSvxfen package (2858190)Before you install the VRTSvxfen package, the file of/etc/vxfen.d/script/vxfen_scriptlib.shwhere stores the vxfentsthdwutility doesn’texist. In this case, the utility bails out.
 Workaround:
 Besides installing the VRTSvxfen package, run the vxfentsthdw utility directlyfrom the installation DVD.
 After you run the vxfenswap utility the CoordPoint agent mayfault (2846389)After you run the vxfenswap utility, if the value of the FaultTolerance attributeof the CoordPoint agent is more than the majority (more than 50%) of thecoordination points then the Coordination Point agent faults.
 Workaround:Manually set thevalueof theFaultToleranceattributeofCoordPointagent to be less than the majority (more than 50%) of the coordination points.
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Issues related to Intelligent Monitoring Framework (IMF)
 Registration error while creating a Firedrill setup [2564350]While creating the Firedrill setup using the Firedrill setup utility, VCSencounters the following error:
 AMF amfregister ERROR V-292-2-167
 Cannot register mount offline event
 DuringFiredrill operations,VCSmay log errormessages related to IMFregistrationfailure in the engine log. This happens because in the firedrill service group, thereis a second CFSMount resource monitoring the same MountPoint through IMF.Both the resources try to register for online/offline events on the sameMountPointand as a result, registration of one fails.
 Workaround: No workaround.
 IMF does not fault zones if zones are in ready or down state[2290883]IMF does not fault zones if zones are in ready or down state.
 IMF does not detect if zones are in ready or down state. In Ready state, there areno services running inside the running zones.
 Workaround: Offline the zones and then restart.
 IMF does not detect the zone state when the zone goes into amaintenance state [2535733]IMF does not detect the change in state. However, the change in state is detectedby Zone monitor in the next cycle.
 Workaround: No workaround.
 Engine log gets flooded with messages proportionate to thenumber of mount offline registration with AMF [2619778]In a certain error condition, all mount offline events registered with AMF arenotified simultaneously. This causes the following message to get printed in theengine log for each registered mount offline event:
 <Date> <Time> VCS INFO V-16-2-13717
 (vcsnode001) Output of the completed operation
 (imf_getnotification)
 ==============================================
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Cannot continue monitoring event
 Got notification for group: cfsmount221
 ==============================================
 This is an expected behavior for this error condition. Apart from the messagesthere will be no impact on the functionality of the VCS solution.
 Workaround: No workaround.
 Perl errors seen while using haimfconfig commandPerl errors seen while using haimfconfig command:
 Perl errors seen while using haimfconfig command
 This error is due to the absolute path specified in main.cf for type-specificconfiguration files. Currently, haimfconfig does not support absolute path fortype-specific configuration file in main.cf.
 Wrokaround: Replace the actual path with the actual file name and copy the filefrom its absolute location to /etc/VRTSvcs/conf/config directory.
 For example, if OracleTypes.cf is included in main.cf as:
 include "/etc/VRTSagents/ha/conf/Oracle/OracleTypes.cf"
 It should be replaced as follows in main.cf:
 include "OracleTypes.cf"
 IMF does not provide notification for a registered disk groupif it is imported using a different name (2730774)If a disk group resource is registered with the AMF and the disk group is thenimported using a different name,AMFdoes not recognize the renameddisk groupand hence does not provide notification to DiskGroup agent. Therefore, theDiskGroup agent keeps reporting the disk group resource as offline.
 Workaround: Make sure that while importing a disk group, the disk group namematches the the one registered with the AMF.
 Direct execution of linkamf displays syntax error [2858163]
 Bash cannot interpret Perl when executed directly.
 Workaround: Run linkamf as follows:
 # /opt/VRTSperl/bin/perl /opt/VRTSamf/imf/linkamf <destination-directory>
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Error messages displayed during reboot cycles [2847950]During some reboot cycles, the following message might get logged in the enginelog:
 AMF libvxamf ERROR V-292-2-149 Cannot unregister event: no rid -1 found
 AMF libvxamf ERROR V-292-2-306 Unable to unregister all events (errno:405)
 This does not have any effect on the functionality of IMF.
 Workaround: No workaround.
 ErrormessagedisplayedwhenProPCVprevents aprocess fromcomingONLINE to prevent concurrency violation does not haveI18N support [2848011]The following message is seen when ProPCV prevents a process from comingONLINE to prevent concurrency violation. The message is displayed in Englishand does not have I18N support.
 Concurrency Violation detected by VCS AMF.
 Process <process-details> will be prevented from startup.
 Workaround: No Workaround.
 Error message seen during system shutdown [2804673]During some system shutdowns, you might see the following message in thesyslog.
 Stopping AMF...
 AMF amfconfig ERROR V-292-2-405 AMF_UNCONFIG failed, return value = -1
 The system continues to proceed with the shutdown.
 Workaround: No workaround.
 System panics when getnotification requests access ofgroups cleaned by AMF [2848009]AMFwhile handling an agent that has faulted due to external or internal activity,cleans up the groups monitored by the agent. Simultaneously, if the agentnotification is in progress and the getnotification thread requests to access analready deleted group, the system panics.
 Workaround: No workaround.
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The libvxamf library encounters an error conditionwhile doinga process table scan [2848007]Sometimes, while doing a process table scan, the libvxamf encounters an errorcondition. As a result, the process offline registration with AMF fails. In mostcases, this registration succeeds when tried again by the agent during the nextmonitor cycle for this resource. This is not a catastrophic failure as the traditionalmonitoring continues for this resource.
 Workaround: No workaround.
 AMFdisplaysStartProgramnamemultiple timeson the consolewithout a VCS error code or logs [2872064]When VCS AMF prevents a process from starting, it displays a message on theconsole and in syslog. Themessage contains the signature of the process thatwasprevented from starting. In some cases, this signature might not match thesignature visible in the PS output. For example, the name of the shell script thatwas prevented from executing will be printed twice.
 Workaround: No workaround.
 Terminating the imfd daemon orphans the vxnotify process[2728787]If you terminate imfd daemonusing the kill -9 command, the vxnotify processcreated by imfd does not exit automatically but gets orphaned. However, if youstop imfddaemonwith the amfconfig -D command, the corresponding vxnotifyprocess is terminated.
 Workaround: The correct way to stop any daemon is to gracefully stop it with theappropriate command (which is amfconfig -D command in this case), or toterminate the daemon using Session-ID. Session-ID is the -PID (negative PID) ofthe daemon.
 For example:
 # kill -9 27824
 Stopping the daemon gracefully stops all the child processes spawned by thedaemon.However, usingkill -9 pid to terminate adaemon isnot a recommendedoption to stop a daemon, and subsequently you must kill other child processes ofthe daemon manually.
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VCS 5.0.1 Rolling Patch 1 known issuesThe VCS issues in this release are as follows:
 ■ TheOracle agentwith 11gRelease 2 does not supportHealth checkmonitoringusing the MonitorOption attribute. If the database is 11g Release 2, theMonitorOption attribute for the Oracle agent should be set to 0.TheOracle agentwith 11gRelease 2 database does not support the IntentionalOffline feature. [1975007]
 ■ The ASMInst agent does not support pfile or spfile for the ASM Instance onthe ASM diskgroups in 11g Release 2. Symantec recommends that you storethe file on the local file system. [1975010]
 ■ If you try to enable debug logs for the DB2 agent, the logs are not written tothe engine_A. log file. [1954752]Workaround: Download and install theGNUAwk software from theGNUWebsite. Then, create a soft link to the default awk binary on the cluster nodes asfollows:
 # ln -s /usr/local/bin/gawk /bin/awk
 ■ The VRTSperl patch takes more than 10 minutes to install on an HP Integritysystem node:On an HP Integrity system node, installing the VRTSperl patch takes morethan 10 minutes and requires that VCS is offline during this period. Theinstallation timemay vary based on the configuration of themachine onwhichthe VRTSperl patch is being installed.
 Issues related to the Cluster Manager (Java Console)This section covers the issues related to the Cluster Manager (Java Console).
 Some Cluster Manager features fail to work in a firewall setup[1392406]In certain environmentswith firewall configurations between theClusterManagerand the VCS cluster, the Cluster Manager fails with the following error message:
 V-16-10-13 Could not create CmdClient. Command Server
 may not be running on this system.
 Workaround: You must open port 14150 on all the cluster nodes.
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Unable to log on to secure VCS clusters on Solaris 11 usingJava GUI (2718955)Connecting to secure clusters deployed on Solaris 11 systems using VCS Java GUIis not supported in VCS 6.0PR1. The system displays the following error whenyou attempt to use the Java GUI:
 Incorrect username/password
 Workaround: No workaround.
 Issues related to virtualization
 Locale message displayed on Solaris 11 system for solaris10brand zonesWhen you run the zlogin command on a Solaris 11 system, the system logs thefollowing error message:
 Could not set locale correctly.
 The default locale for Solaris 11 is en_US.UTF-8 and that of Solaris 10 is C. Withsolaris10 brand zone, en_US.UTF-8 is not installed inside the zone by default.Therefore, the error message is logged.
 Workaround: Thismessage can be safely ignored as there is no functionality issue.To avoid this message, install en_US.UTF-8 locale on solaris10 brand zone.
 Software limitationsThis section covers the software limitations of this release.
 See the corresponding Release Notes for a complete list of software limitationsrelated to that component or product.
 See “Documentation” on page 79.
 Limitations related to bundled agents
 Programs using networked services may stop responding ifthe host is disconnectedPrograms using networked services (for example, NIS, NFS, RPC, or a TCP socketconnection to a remote host) can stop responding if the host is disconnected from
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the network. If such a program is used as an agent entry point, a networkdisconnect can cause the entry point to stop responding and possibly time out.
 For example, if the host is configured to useNISmaps as a client, basic commandssuch as ps -ef can hang if there is network disconnect.
 Symantec recommends creating users locally. To reflect local users, configure:
 /etc/nsswitch.conf
 Volume agent clean may forcibly stop volume resourcesWhen the attribute FaultOnMonitorTimeouts calls the Volume agent clean entrypoint after a monitor time-out, the vxvol -f stop command is also issued. Thiscommand forcibly stops all volumes, even if they are still mounted.
 False concurrency violation when using PidFiles to monitorapplication resourcesThe PID files created by an application contain the PIDs for the processes thatare monitored by Application agent. These files may continue to exist even aftera node running the application crashes. On restarting the node, the operatingsystem may assign the PIDs listed in the PID files to other processes running onthe node.
 Thus, if the Application agent monitors the resource using the PidFiles attributeonly, the agentmaydiscover the processes running and report a false concurrencyviolation. This could result in some processes being stopped that are not underVCS control.
 Volumes in a disk group start automatically irrespective of thevalue of the StartVolumes attribute in VCSVolumes in adisk groupare started automaticallywhen thedisk group is imported,irrespective of the value of the StartVolumes attribute in VCS. This behavior isobserved if the value of the system-level attribute autostartvolumes in VeritasVolume Manager is set to On.
 Workaround: If you donotwant the volumes in a disk group to start automaticallyafter the import of a disk group, set the autostartvolumes attribute to Off at thesystem level.
 Online for LDom resource fails [2517350]Online of LDom resource fails when the boot disk configured in the guest domainthat is a part of the virtual disk multi-pathing group (mpgroup) and also theprimary path to the virtual disk is not available.
 Veritas Cluster Server Release NotesSoftware limitations
 72

Page 73
                        
                        
                        

This is due to the limitations in Oracle VM Server that do not allow retrying ofother device paths that exist for the virtual disks, which are part of a virtual diskmulti-pathing group, when booting a guest domain.
 Workaround: None.
 Zone agent registered to IMF for Directory Online eventThe Directory Online event monitors the Zone root directory. If the parentdirectory of the Zone root directory is deleted or moved to another location, AMFdoes not provide notification to the Zone agent. In the next cycle of the zonemonitor, it detects the change and reports the state of the resource as offline.
 LDom resource calls clean entry point when primary domainis gracefully shut downLDom agent sets failure policy of the guest domain to stop when primary domainstops. Thus when primary domain is shut down, guest domain is stopped.Moreover, when primary domain is shutdown, ldmd daemon is stopped abruptlyand LDom configuration cannot be read. These operations are not under VCScontrol and VCS may call clean entry point.
 Workaround: No workaround.
 Application agent limitations■ ProPCV fails to prevent execution of script-based processes configured under
 MonitorProcesses.
 Interface object name must match net<x>/v4static for VCSnetwork reconfiguration script in Solaris 11 guest domain[2840193]If the Solaris 11 guest domain is configured for DR and its interface object namedoes not match the net<x>/v4static pattern then the VCS guest networkreconfiguration script (VRTSvcsnr) running inside the guest domain adds a newinterface object and the existing entry will remain as is.
 Share agent limitation (2717636)If the Share resource is configured with VCS to share a system directory (forexample, /usr) or Oracle Solaris 11 which gets mounted at boot time, the VCSshare resource detects it online once VCS starts on the node after a panic or halt.This can lead to a concurrency violation if the share resource is a part of a failoverservice group, and the group has failed over to another node in the cluster. VCS
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brings down the Share resource subsequently. This is due to the share commandbehavior or Oracle Solaris 11, where a directory shared with share commandremains persistently on the system across reboots.
 Agent directory base name must be type name for an agent usingout-of-the-box imf_init IMF entry point to get IMF support [2858160]
 To get IMF support for an agent which uses the out-of-the-box imf_init IMF entrypoint, the base name of agent directory must be the type name. When AgentFileis set to one of the out-of-the-box agents like Script51Agent, that agent will notget IMF support.
 Workaround:
 1 Create the following symlink in agent directory (for example in/opt/VRTSagents/ha/bin/WebSphereMQ6 directory).
 # cd /opt/VRTSagents/ha/bin/<ResourceType>
 # ln -s /opt/VRTSvcs/bin/Script51Agent <ResourceType>Agent
 2 Run the following command to update theAgentFile attribute based on valueof VCS_HOME.
 ■ If VCS_HOME is /opt/VRTSvcs:
 # hatype -modify <ResourceType> AgentFile
 /opt/VRTSvcs/bin/<ResourceType>/<ResourceType>Agent
 ■ If VCS_HOME is /opt/VRTSagents/ha:
 # hatype -modify <ResourceType> AgentFile
 /opt/VRTSagents/ha/bin/<ResourceType>/<ResourceType>Agent
 Limitations related to the VCS database agents
 DB2 RestartLimit valueWhen multiple DB2 resources all start at the same time with no dependencies,they tend to interfere or race with each other. This is a known DB2 issue.
 The default value for the DB2 agent RestartLimit is 3. This higher value spreadsout the re-start of theDB2 resources (after a resource online failure), which lowersthe chances of DB2 resources all starting simultaneously. [1231311]
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Limitation with intentional offline functionality of VCS agentfor OracleThe Oracle resource never faults after an intentional offline.
 Intentional offline functionality of VCS agent for Oracle requires you to enablehealth check monitoring. The agent uses Oracle's Health Check API to find thestate of the database. If the API returns a graceful shutdown for the database,then the agent marks the resource state as INTENTIONAL OFFLINE. Later if theOracle agent's online function does not succeed, the agent does not mark theresource as FAULTED. The state remains as INTENTIONALOFFLINE because theagent receives the database state from the API as graceful shutdown during eachmonitor cycle. [1805719]
 Sybase agent does not perform qrmutil based checks ifQuorum_dev is not set (2724848)If you do not set the Quorum_dev attribute for Sybase Cluster Edition, the Sybaseagent does not perform the qrmutil-based checks. This error in configurationmaylead to undesirable results. For example, if qrmutil returns failure pending, theagent does not panic the system. Thus, the Sybase agent does not performqrmutil-based checks because the Quorum_dev attribute is not set.
 Therefore, settingQuorum_Dev attribute ismandatory for Sybase cluster edition.
 Engine hangs when you perform a global cluster upgrade from 5.0MP3in mixed-stack environments [1820327]
 If you try to upgrade a mixed stack VCS environment (where IPv4 and IPv6 arein use), from 5.0MP3 to 5.1SP1, HAD may hang.
 Workaround: When you perform an upgrade from 5.0MP3, make sure no IPv6addresses are plumbed on the system..
 Use VCS installer to install or upgrade VCS when the zone root is onVxFS shared storage [1215671]
 You must use the VCS installer program to install or upgrade VCS when the zoneroot is on Veritas File System (VxFS).
 Systems in a cluster must have same system locale settingVCS does not support clustering of systems with different system locales. Allsystems in a cluster must be set to the same locale.
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Limitations with DiskGroupSnap agentThe DiskGroupSnap agent has the following limitations:
 ■ The DiskGroupSnap agent does not support layered volumes. [1368385]
 ■ If youuse theBronze configuration for theDiskGroupSnap resource, you couldend up with inconsistent data at the secondary site in the following cases:[1391445]
 ■ After the fire drill service group is brought online, a disaster occurs at theprimary site during the fire drill.
 ■ After the fire drill service group is taken offline, a disaster occurs at theprimary while the disks at the secondary are resynchronizing.
 Symantec recommends that you use the Gold configuration for theDiskGroupSnap resource.
 Cluster Manager (Java console) limitationsThis section covers the software limitations for Cluster Manager (Java Console).
 Cluster Manager (Java Console) version 5.1 and lower cannotmanage VCS 6.0 secure clustersCluster Manager (Java Console) from versions lower than VCS 5.1 cannot be usedtomanageVCS6.0 secure clusters. Symantec recommendsusing the latest versionof Cluster Manager.
 See the Veritas Cluster Server Installation Guide for instructions on upgradingCluster Manager.
 Cluster Manager does not work if the hosts file contains IPv6entriesVCS Cluster Manager fails to connect to the VCS engine if the /etc/hosts filecontains IPv6 entries.
 Workaround: Remove IPv6 entries from the /etc/hosts file.
 VCS Simulator does not support I/O fencingWhen running the Simulator, be sure the UseFence attribute is set to the default,“None”.
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Limited support from Cluster Manager (Java console)Features introduced in VCS 6.0 may not work as expected with Java console.However, CLI option of the simulator supports all the VCS 6.0 features. You arerecommended to use Veritas Operations Manager (VOM) since all new featuresare already supported in VOM. However, Java console may continue to work asexpected with features of releases prior to VCS 6.0.
 Port change required to connect to secure cluster [2615068]In order to connect to secure cluster, the default portmust be changed from 2821to 14149. Youmust chooseAdvancedsettings in theLogindialog box and changeIP: 2821 to IP: 14149 for secure cluster login.
 Limitations related to I/O fencingThis section covers I/O fencing-related software limitations.
 Preferred fencing limitationwhenVxFENactivatesRACERnodere-electionThe preferred fencing feature gives preference to more weighted or largersubclusters by delaying the smaller subcluster. This smaller subcluster delay iseffective only if the initial RACERnode in the larger subcluster is able to completethe race. If due to some reason the initial RACER node is not able to complete therace and the VxFEN driver activates the racer re-election algorithm, then thesmaller subcluster delay is offset by the time taken for the racer re-election andthe lessweighted or smaller subcluster couldwin the race. This limitation thoughnot desirable can be tolerated.
 Stopping systems in clusters with I/O fencing configuredThe I/O fencing feature protects against data corruption resulting from a failedcluster interconnect, or “split brain.”See theVeritasClusterServerAdministrator'sGuide for a description of the problems a failed interconnect can create and theprotection I/O fencing provides.
 In a cluster using SCSI-3 based fencing, I/O fencing implements data protectionby placing the SCSI-3 PR keys on both the data disks and coordinator disks. In acluster using CP server-based fencing, I/O fencing implements data protectionby placing the SCSI-3 PRkeys on data disks and similar registrations onCP server.The VCS administrator must be aware of several operational changes neededwhenworkingwith clustersprotectedby I/O fencing. Specific shutdownproceduresensure keys are removed from coordination points and data disks to preventpossible difficulties with subsequent cluster startup.
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Using the reboot commandrather than theshutdowncommandbypasses shutdownscripts and can leave keys on the coordination points and data disks. Dependingon the order of reboot and subsequent startup events, the cluster may warn of apossible split brain condition and fail to start up.
 Workaround: Use the shutdown -r command on one node at a time and wait foreach node to complete shutdown.
 UninstallingVRTSvxvmcauses issueswhenVxFEN is configuredin SCSI3 mode with dmp disk policy (2522069)When VxFEN is configured in SCSI3 mode with dmp disk policy, the DMP nodesfor the coordinator disks can be accessed during system shutdown or fencingarbitration.After uninstallingVRTSvxvmpackage, theDMPmodulewill no longerbe loaded in memory. On a system where VRTSvxvm package is uninstalled, ifVxFEN attempts to access DMP devices during shutdown or fencing arbitration,the system panics.
 Limitations related to global clusters■ Cluster address for global cluster requires resolved virtual IP.
 The virtual IP addressmust have aDNS entry if virtual IP is used for heartbeatagents.
 ■ Total number of clusters in a global cluster configuration can not exceed four.
 ■ Cluster may not be declared as faulted when Symm heartbeat agent isconfigured even when all hosts are down.The Symm agent is used to monitor the link between two Symmetrix arrays.When all the hosts are down in a cluster but the Symm agent is able to see thereplication link between the local and remote storage, it would report theheartbeat as ALIVE. Due to this, DR site does not declare the primary site asfaulted.
 ■ Configuring Veritas Volume Replicator for Zone Disaster Recovery is notsupported for zone root replication. Oracle Solaris 11 supports zone root onlyon ZFS file system.
 ■ Configuring a cluster ofmixednodes suchas a cluster between systems runningon Solaris 10 and Solaris 11 versions is not supported in VCS 6.0.1. Theconfiguration is not supported through manual as well as CPI configuration.
 Veritas Cluster Server Release NotesSoftware limitations
 78

Page 79
                        
                        
                        

DocumentationProduct guides are available in the PDF format on the software media in the/docs/product_name directory. Additional documentation is available online.
 Make sure that you are using the current version of documentation. The documentversion appears on page 2 of each guide. The publication date appears on the titlepage of each document. The latest product documentation is available on theSymantec website.
 http://sort.symantec.com/documents
 Documentation setTable 1-12 lists the documents for Veritas Cluster Server.
 Table 1-12 Veritas Cluster Server documentation
 File nameTitle
 vcs_install_601_sol.pdfVeritas Cluster Server Installation Guide
 vcs_notes_601_sol.pdfVeritas Cluster Server Release Notes
 vcs_admin_601_sol.pdfVeritas Cluster Server Administrator’s Guide
 vcs_bundled_agents_601_sol.pdfVeritas Cluster Server Bundled Agents ReferenceGuide
 vcs_agent_dev_601_unix.pdfVeritas Cluster Server Agent Developer’s Guide(This document is available online, only.)
 vcs_dynamic_reconfig_601_sol.pdfVeritas Cluster Server ApplicationNote: DynamicReconfiguration for Oracle Servers
 vcs_db2_agent_601_sol.pdfVeritas Cluster Server Agent for DB2 Installationand Configuration Guide
 vcs_oracle_agent_601_sol.pdfVeritasClusterServerAgent forOracle Installationand Configuration Guide
 vcs_sybase_agent_601_sol.pdfVeritasClusterServerAgent forSybase Installationand Configuration Guide
 Table 1-13 lists the documentation for Veritas Storage Foundation and HighAvailability Solutions products.
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Table 1-13 Veritas Storage Foundation and High Availability Solutions productsdocumentation
 File nameDocument title
 sfhas_solutions_601_sol.pdfVeritas Storage Foundation andHighAvailabilitySolutions Solutions Guide
 sfhas_virtualization_601_sol.pdfVeritas Storage Foundation andHighAvailabilitySolutions Virtualization Guide
 If you use Veritas Operations Manager (VOM) to manage Veritas StorageFoundation and High Availability products, refer to the VOM productdocumentation at:
 http://sort.symantec.com/documents
 Note: The GNOME PDF Viewer is unable to view Symantec documentation. Youmust use Adobe Acrobat to view the documentation.
 Manual pagesThemanual pages forVeritas StorageFoundation andHighAvailability Solutionsproducts are installed in the /opt/VRTS/man directory.
 Set the MANPATH environment variable so the man(1) command can point to theVeritas Storage Foundation manual pages:
 ■ For the Bourne or Korn shell (sh or ksh), enter the following commands:
 MANPATH=$MANPATH:/opt/VRTS/man
 export MANPATH
 ■ For C shell (csh or tcsh), enter the following command:
 setenv MANPATH ${MANPATH}:/opt/VRTS/man
 See the man(1) manual page.
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